
1
S
t
i
i
p
M
b
s
b
a
h
o
t
f
r
p
a
i
b
t
a
p
v
r

t
t
d
s
c
u
fi
e
d
r

Henk F. Arnoldus Vol. 23, No. 12 /December 2006 /J. Opt. Soc. Am. A 3063
Boundary conditions in an integral approach to
scattering
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Scattering of electromagnetic radiation by an object of arbitrary shape or a structured surface, infinite in ex-
tent, is considered. When radiation is incident on an interface separating vacuum from a material medium, a
current density is induced in the bulk and a surface current density may appear on the boundary surface. The
electromagnetic field is then the sum of the incident field and the field generated by the current densities. This
concept leads to expressions for the electric and magnetic fields that can easily be shown to be exact integrals
of Maxwell’s equations both in the vacuum and in the medium. At the boundary surface, the electric and mag-
netic fields must be discontinuous, with the discontinuity determined by the surface charge and current den-
sities. This is usually referred to as boundary conditions for Maxwell’s equations. We show that the integrals
for the electric and magnetic fields automatically satisfy these boundary conditions, no matter the origin of the
current densities. © 2006 Optical Society of America

OCIS codes: 240.0240, 290.0290, 050.0050.
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. INTRODUCTION
cattering of radiation by an obstacle and diffraction
hrough an aperture in a screen are two of the most stud-
ed problems in electromagnetic theory. It has been real-
zed for a long time that an integral approach to such
roblems may be more suitable than attempting to solve
axwell’s equations in combination with the appropriate

oundary conditions. The earliest integral formulation
eems to be Kirchhoff ’s integral theorem,1–3 which has
een applied widely to diffraction of radiation through an
perture. The theorem expresses a solution of the Helm-
oltz equation in a given point in terms of an integral
ver a closed surface surrounding that point, involving
hat same solution and its normal derivative at the sur-
ace. Evidently, one needs to make some approximations
egarding the solution on the surface to arrive at an ex-
licit result for the diffraction problem. Because of such
pproximations, the theory is not entirely consistent, and
n particular the resulting solution usually violates the
oundary conditions on the screen.4 A different type of in-
egral theorem is the Ewald–Oseen extinction theorem,
nd its various generalizations,5–10 which has been ap-
lied to solve scattering problems.11,12 The theorem in-
olves again the solution of the field and its normal de-
ivative on a boundary surface.

Both the Kirchhoff integral theorem and the extinction
heorems follow from a combination of Maxwell’s equa-
ions and some form of Green’s theorem. In an entirely
ifferent approach, the electric field is first expressed as a
um of the incident field and the field generated by the
urrent density in the material. For a linear medium, the
nknown current density is proportional to the electric
eld, and this then leads to an integral equation for the
lectric field only. For the interesting case of a perfect con-
uctor, the field inside the material vanishes, and all cur-
ent is surface current. We then consider the magnetic
1084-7529/06/123063-9/$15.00 © 2
eld, and the requirement that this field is zero inside the
erfect conductor leads to an equation for the surface cur-
ent density only. After solving this equation, the electric
nd magnetic fields outside the perfect conductor can be
btained by integration. This method has been applied
uccessfully in the study of scattering of electromagnetic
adiation by dielectric or perfectly conducting objects of
ll sorts of shapes.13–23

We consider the situation shown in Fig. 1. Electromag-
etic radiation is incident from vacuum upon an object of
rbitrary shape. The boundary surface S may be closed,
ike for an isolated object, or it may extend to infinity, like
or scattering off a half-space, or it may be the boundary
f any combination of objects. In the material we have a
urrent density j�r� and a charge density ��r�, which are
elated by the continuity equation

��r� = −
i

�
� · j�r�. �1�

e assume a harmonic time dependence throughout, so
hat ��r , t�=Re���r�exp�−i�t��, and similarly for other
ime-dependent quantities. On the surface we may have a
urface current density i�r� and surface charge density
�r�. Conservation of charge at the surface can be ex-
ressed as24

��r� = −
i

�
��S · i�r� − n̂�r� · j�r−��, �2�

here �S ·i�r� is the surface divergence of i�r� (Appendix
), and n̂�r� is the unit normal at point r on S, which is
irected from the material to the vacuum. The field point
− is just inside the medium, near r on S. We shall con-
ider Eqs. (1) and (2) as the definitions of ��r� and ��r�,
espectively, given j�r� and i�r�, so that conservation of
harge is automatic.
006 Optical Society of America
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The electric field E�r� and magnetic field B�r� must sat-
sfy Maxwell’s equations,

� · E�r� =
��r�

�o
, �3�

� � E�r� = i�B�r�, �4�

� · B�r� = 0, �5�

� � B�r� = −
i�

c2 E�r� + �oj�r�, �6�

or any point r not on S. Inside the material, j�r� and ��r�
ill have some value, and outside the material we have

�r�=0, ��r�=0. For r on the boundary, the fields are dis-
ontinuous, and the boundary conditions can be written
s

E�r+� − E�r−� =
��r�

�o
n̂�r�, �7�

B�r+� − B�r−� = �oi�r� � n̂�r�, �8�

here r+ and r− indicate field points just outside and in-
ide the material, respectively, and near the point r on S.
quations (7) and (8) should be considered as represent-

ng Maxwell’s equations for a point r on S. Usually, these
quations are written as four equations, such as n̂�r�
E�r+�= n̂�r��E�r−�, but for the present purpose it is
ore convenient to combine these as in Eqs. (7) and (8).
hen Maxwell’s Eqs. (3)–(6) are solved, it is essential

hat the solutions satisfy the boundary conditions of Eqs.
7) and (8). We shall consider integrals of Maxwell’s equa-
ions for E�r� and B�r�, in terms of given j�r� and i�r�,
hich satisfy Eqs. (3)–(6) at both sides of the surface, and
e shall show that these solutions automatically satisfy

he boundary conditions of Eqs. (7) and (8).

. INTEGRALS OF MAXWELL’S EQUATIONS
olutions to Eqs. (3)–(6) are most easily formulated in
erms of Hertz vectors. For a given j�r� we define

ig. 1. Surface S is the boundary between vacuum and a mate-
ial medium. An incident electromagnetic field induces a charge
nd current density in the material and on the surface. The unit
ormal n̂�r� on S is directed from the medium to the vacuum.
�j�r� =
�o

4�
� d3r�j�r��g�r − r��, �9�

here

g�r − r�� =
eiko�r−r��

�r − r��
, �10�

ith ko=� /c, is the free-space Green’s function for the
calar Helmholtz equation, and the integration in Eq. (9)
uns over all material. We shall assume that a field point
is not exactly on the surface S. When the field point r is

n the material, g�r−r�� has a singularity at r�=r. It is
nderstood that a small sphere with radius � around r is

eft out, and that eventually we let the radius of this
phere shrink to zero. Figure 2 illustrates this concept. In
his way, the integral over the sphere adds to �j�r�, and
his contribution vanishes for �→0, since

�o

4�
j�r��

sphere

d3r�g�r − r�� →
�→0

0, �11�

s can be verified by integrating g�r−r�� over the sphere,
nd taking �→0. Green’s function satisfies the equation
�2+ko

2� g�r−r��=0 for r��r. When considering ��2+ko
2�

j�r�, this would give zero if we could just move the op-
rator �2+ko

2 under the integral sign. However, the exclu-
ion of the small sphere gives an additional term, since
he derivatives with respect to the Cartesian components
f r move the location of the sphere. This is similar to the
eibniz rule for differentiation of integrals, for the case
here the limits of integration depend on the differentia-

ion variable. Taking this into account, we obtain25,26

��2 + ko
2��j�r� = − �oj�r�. �12�

imilarly we define the Hertz vector for the surface cur-
ent density i�r� as

�i�r� =
�o

4�
� dS�i�r��g�r − r��, �13�

nd this integral runs over all surfaces of the material.
ince we assume that the field point r is not in S, the in-
egrand in Eq. (13) has no singularity. Therefore here we
an move �2+ko

2 under the integral sign, so that

ig. 2. For volume integrals involving Green’s function g�r
r��, a small sphere around the singular point r�=r is left out,
nd in the end we let the sphere shrink to a point.
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��2 + ko
2��i�r� = 0. �14�

Let E�r�inc and B�r�inc represent the electric and mag-
etic incident fields, respectively, which are solutions of
he homogeneous Maxwell’s equations [Eqs. (3)–(6) with
�0, j�0]. This incident electromagnetic field exists both

n vacuum and inside the material. Inside the material
his is the field that would be present if there were no ma-
erial. The (total) field in the material may induce a
harge density ��r� and current density j�r�, and in addi-
ion a surface charge density ��r� and surface current
ensity i�r� may appear. The charge and current densities
n turn generate an electromagnetic field, which adds to
he incident field. It can then be checked by inspection
hat

E�r� = E�r�inc + i���j�r� + �i�r� +
1

ko
2 � 	� · ��j�r�

+ �i�r��
�, �15�

B�r� = B�r�inc + � � ��j�r� + �i�r��, �16�

re solutions of Maxwell’s Eqs. (3)–(6), both in vacuum
nd in the material. For the verification we only need
qs. (12) and (14), some vector identities, and the defini-

ion of Eq. (1) of the charge density. It is interesting to
ote that the solution depends on j�r� and i�r�, through
j�r� and �i�r�, but not explicitly on ��r� and ��r�. With a

ector identity and Eqs. (12) and (14), the result for E�r�
an also be written as

E�r� = E�r�inc −
i

�o�
j�r� +

ic2

�
� � 	� � ��j�r� + �i�r��
,

�17�

hich we shall use in Section 6.
The solution of Eqs. (15) and (16) is the sum of the in-

ident field and the field generated by the current densi-
ies. Outside the material, this is just the incident field
lus the scattered field. Inside the material, however, the
otal field will have a different appearance. For instance,
n a dielectric the wavenumber is k=nko, with n the index
f refraction. Therefore, the incident field must be can-
eled exactly by the field generated by the current densi-
ies, a situation reminiscent of the extinction theorem. We
lso note that for the solution given by Eqs. (15) and (16),
o assumption is made about the nature of the current
ensities, so these integrals of Maxwell’s equations hold
nder any circumstance.
In Sections 3 and 4 we shall prove that the boundary

onditions of Eqs. (7) and (8) are also satisfied for these
olutions.

. BOUNDARY CONDITION FOR THE
AGNETIC FIELD

he surface current density i�r� enters the solution given
y Eqs. (15) and (16) through �i�r�, and for the verifica-
ion of this solution we only needed that ��2+ko

2��i�r�=0.
ince this identity follows from the general form of the
efinition of � �r�, Eq. (13), we see that Eqs. (15) and (16)
i
rovide a solution of Maxwell’s equations for any i�r�. For
nstance, if we would simply leave out �i�r�, then the so-
ution would still satisfy Maxwell’s equations for any r off
. The surface current density i�r� enters the problem

hrough the boundary condition of Eq. (8), and we shall
ow show that for the magnetic field given by Eq. (16),
his boundary condition is satisfied. Since E�r� is deter-
ined by B�r� through Maxwell’s Eq. (6), this then deter-
ines the dependence of E�r� on i�r�, with the result

iven by Eq. (15).
To prove that the solution of Eq. (16) satisfies the

oundary condition of Eq. (8), we must show that the
ight-hand side of Eq. (16) jumps with �oi�r�� n̂�r� when
e cross S at r going from the material to vacuum. To this
nd, we first note that B�r�inc is continuous across S. The
econd term on the right-hand side of Eq. (16) is �
�j�r�. The curl operator can be moved under the inte-

ral sign without an additional term appearing,25 and
ith a vector identity we then have

� � �j�r� = −
�o

4�
� d3r�j�r�� � �g�r − r��. �18�

gain, in this integral a small sphere around r is left out.
n the integrand we now have

�g�r − r�� = �r − r��� iko

�r − r��2
−

1

�r − r��3
eiko�r−r��. �19�

hen we integrate �g�r−r�� over a small sphere around
, we find that the integral vanishes for �→0, as in rela-
ion (11), and therefore there is no finite contribution from
his singularity. When we move the field point r across S,
he only jump in ���j�r� could possibly come from the
ontribution of the small sphere, and thus we conclude
hat ���j�r� is continuous across S.

The third term on the right-hand side of Eq. (16) is �
�i�r�, with �i�r� given by Eq. (13). The field point r is

ff S, and the integration runs over r� in S, so the inte-
rand has no singularity, and we have

� � �i�r� = −
�o

4�
� dS�i�r�� � �g�r − r��. �20�

et us now consider field points r±, just off S, and near r
n S, as in the boundary conditions. To be specific, let

r± = r ± �n̂�r�, � 	 0, �21�

s illustrated in Fig. 3. With r now being a point on S, Eq.
20) should be written as

�� � �i��r±� = −
�o

4�
� dS�i�r�� � �±g�r± − r��. �22�

hen �±g�r±−r�� is given by Eq. (19) with r replaced by
±. The singularity is then located at r�=r±, which is just
ff S, but for �→0 the singular point approaches r in S.
ust as we introduced the small sphere for the volume in-
egrals, we now consider a circle of radius � around r in
he local tangent plane of S, as shown in Fig. 4. The inte-
ral in Eq. (22) then has a contribution from this circle,
nd from the remainder of S. For the integral over the
mall circle we have
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circle

dS�i�r�� � �±g�r± − r��

� i�r� ��
circle

dS��±g�r± − r��. �23�

o evaluate the integral on the right-hand side, we set �
r�−r, which is a vector in the plane of the circle. Then

he vector r±−r�, which appears in �±g�r±−r��, becomes

r± − r� = ± �n̂�r� − �, �24�

nd we have

�±g�r± − r�� = �±�n̂�r� − ��� iko

�2 + �2 −
1

��2 + �2�3/2�eiko��2+�2
,

�25�

ith � the magnitude of �. The term proportional to � in-
egrates to zero over the circle by symmetry. For the term
roportional to � we set x=�2+�2, which yields

circle

dS��±g�r± − r��

= ± ��n̂�r��
�2

�2+�2

dx� iko

x
−

1

x3/2
eiko�x. �26�

or �→0, �→0, the integration variable x is small, and

ig. 3. For the verification of the boundary conditions, we let a
eld point approach the point r on the surface both from the in-
ide �r−� and from the outside �r+�. The integration variable is r�.

ig. 4. Point r is in S, and r� is the integration variable for the
urface integral of Eq. (22). Green’s function g�r±−r�� has a sin-
ularity at r±, so when r− or r+ approaches the surface, this sin-
ularity approaches the point r. To evaluate the limit r±→r, we
eave out a small circle with radius � around r, and in the end we
et �→0.
e can expand exp�iko�x� in a Taylor series around x=0.
eeping only the terms that may remain finite for �→0,
→0, we then obtain

�
circle

dS��±g�r± − r�� = ± 2�n̂�r�� �

��2 + �2
− 1
 . �27�

e now let �→0 first, corresponding to r±→r, which
ives

�
circle

dS��±g�r± − r�� = 
 2�n̂�r�, �28�

nd this is finite for �→0. For the integral over the re-
ainder of S we simply set r±=r, since there is no singu-

arity in the integrand in Eq. (22) for �→0. Then in this
ntegral we contract the circle. There is no contribution to
his integral from the circle, since this gives the same con-
ribution as the term proportional to � in the integral over
he circle, which was found to be zero. In this sense, this
ntegral becomes a principal value integral. We therefore
nd

� dS�i�r�� � �±g�r± − r�� = 
 2�i�r� � n̂�r�

+ P� dS�i�r�� � �g�r − r��,

�29�

here in the principal value integral the point r is in S.
his integral is the same for the plus and minus solution,
o with Eq. (22) we find for the difference

�� � �i��r+� − �� � �i��r−� = �oi�r� � n̂�r�, �30�

nd from Eq. (16) we then obtain for the jump in the mag-
etic field B�r+�−B�r−�=�oi�r�� n̂�r�, which is the bound-
ry condition of Eq. (8).

. BOUNDARY CONDITION FOR THE
LECTRIC FIELD
e now consider the change in E�r�, given by Eq. (15),
hen the field point r crosses S. The incident field E�r�inc

s continuous across S, and �j�r� is continuous for the
ame reasons as discussed following Eq. (18). Therefore,
he discontinuity in E�r� across S has to come from the
erm with �	� · ��j�r�+�i�r��
. The � ·�j�r� is continuous
cross S following the same arguments as for ���j�r�
iscussed following Eq. (18). For the � ·�i�r� we repeat
he same calculation as for ���i�r� following Eq. (20).
he result is again Eq. (30), with � replaced by ·, and the
ight-hand side gets an additional minus sign. But since
�r� is in the tangent plane, we have i�r� · n̂�r�=0, so that
he � ·�i�r� is continuous.

With some vector identities and �g�r−r��=−��g�r−r��,
e have
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� · �j�r� =
i�

c2 ���r� −
�o

4�
� d3r��� · �j�r��g�r − r���.

�31�

ere we have eliminated � · j�r� in favor of ��r�, Eq. (1),
nd introduced

���r� =
1

4��o
� d3r���r��g�r − r��. �32�

hen we take the gradient of Eq. (31), then ����r� is con-
inuous across S, with the same arguments following Eq.
18). For the integral on the right-hand side of Eq. (31) we
onsider a field point r close to S, either inside or outside
he material, like r± in Section 3. We then divide the ma-
erial in a volume V̄ near r, and the remainder of the ma-
erial, as shown schematically in Fig. 5. The volume V̄
oes not have to be small. When r is inside the material,
e leave out a small sphere around r, as in Fig. 2. The

ntegral over the remainder of the material is continuous
hen we move r across S. With the divergence theorem
e then have for the contribution from V̄

�
V

d3r��� · �j�r��g�r − r��� =� dA�g�r − r��j�r�� · N̂�r��,

�33�

ith N̂�r�� the outward unit normal on the surface of V̄.
or r inside the material, the right-hand side also in-
ludes the surface integral over the small sphere, but this
ntegral is zero, as can be shown by explicit calculation or
s seen from symmetry. The surface of V̄ has a part S̄,
hich coincides with S, and any discontinuity can only

ome from the contribution of the integral over S̄. On S̄
e have N̂= n̂ and dA�=dS�. Taking the gradient of Eq.

33) then gives

ig. 5. For the evaluation of the discontinuity of the electric
eld across S we consider a volume V̄ of the material. Part of its
urface is S̄, which coincides with S. Point r is near S, and we
etermine the change in the electric field when r crosses S.
�
V

d3r��� · �j�r��g�r − r���

=�
S

dS��j�r�� · n̂�r��� � g�r − r�� + ¯ . �34�

he integral on the right-hand side has the same appear-
nce as the integral in Eq. (20). We leave out the � and
eplace i�r�� by j�r�� · n̂�r��. The discontinuity of this inte-
ral when r crosses S is given by Eq. (29), so here the
ump is �. . .�+− �. . .�−=−4��j�r−� · n̂�r��n̂�r�. We write j�r−�,
ince this is the current density at the surface, just inside
he material. With Eq. (31) we then obtain for the jump in
�� ·�j�r��

���� · �j���r+� − ���� · �j���r−� = �o�j�r−� · n̂�r��n̂�r�.

�35�

From Eq. (13) we have

� · �i�r� = −
�o

4�
� dS�i�r�� · ��g�r − r��, �36�

nd with Eq. (A12) from Appendix A this is

� · �i�r� =
�o

4�
� dS�g�r − r���S� · i�r��

−
�o

4�
� dS��S� · �i�r��g�r − r���, �37�

n analogy to Eq. (31) for � ·�j�r�. Since we now have sur-
ace integrals, we divide S in S̄ and the remainder of S, as
n Fig. 5. Then any jump can only come from the integral
ver S̄. The second integral on the right-hand side of Eq.
37) can be written as a loop integral over the curve
ounding S̄ by means of the surface analog of the diver-
ence theorem. The singularity in the integrand is located
t point r, so when integrating around the loop, one never
ets close to the singularity. Therefore, this integral and
ts gradient are continuous when we move r across S. The
ontribution from the first integral in Eq. (37) is

��� · �i�r�� =
�o

4�
� dS���S� · i�r��� � g�r − r�� + . . . ,

�38�

nd this integral is again of the form of the integral in Eq.
20). Therefore, the discontinuity in ��� ·�i�r�� is

���� · �i���r+� − ���� · �i���r−� = − �o��S · i�r��n̂�r�.

�39�

t is interesting to see that the discontinuity here comes
rom the first term in Eq. (37), whereas the jump shown
n Eq. (35) comes from the second term in Eq. (31).

Now we add Eqs. (35) and (39):

	��� · ��j + �i��
�r+� − 	��� · ��j + �i��
�r−�

= �o�j�r−� · n̂�r� − �S · i�r��n̂�r�, �40�

nd with Eq. (2) this becomes
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��� · ��j + �i��
�r+� − 	��� · ��j + �i��
�r−�

=− i��o��r�n̂�r�. �41�

hen we multiply this by i� /ko
2, as in Eq. (15), we obtain

�r+�−E�r−�=��r�n̂�r� /�o, which is the boundary condi-
ion of Eq. (7) for the electric field.

. SCATTERING OFF A SINGLE OBJECT
quations (15) and (16) give the solutions E�r� and B�r�
f Maxwell’s equations. We have shown that these solu-
ions satisfy Maxwell’s equations both in vacuum and in
he material, and that the boundary conditions of Eqs. (7)
nd (8) are automatically satisfied by these expressions.
he solutions are expressed in terms of �j�r� and �i�r�,
hich are determined by j�r� and i�r�, respectively. There
re no restrictions on the shape of the vacuum–material
nterface. It could be infinite in extent, like in scattering
ff a semi-infinite substrate, or the interface may consist
f multiple surfaces, like in scattering off a collection of
articles. In this section we consider scattering off a
ingle object of finite size. In that case there is a single
nterface, and the surface S is a closed surface. For this
ituation, the solution for E�r�, Eq. (15), can be simplified.
n Eq. (31) the volume integral runs over the volume of
he object, and since its surface is now a closed surface,
he divergence theorem applies. Equation (31) then be-
omes

� · �j�r� =
i�

c2 ���r� −
�o

4�
� dS�g�r − r��n̂�r�� · j�r��.

�42�

here is also the integral over the small sphere that is ex-
luded from the range of integration when the field point

is inside the material, but that surface integral van-
shes. The j�r�� in the integrand is the current density
ust inside the surface, so in the notation of the boundary
onditions, this is j�r−�. Then, in Eq. (37) the second term
n the right-hand side is the integral over a surface diver-
ence, which equals a loop integral around the boundary
f the surface with the surface divergence theorem. But
or a closed surface this boundary curve shrinks to a
oint, and the integral is zero. Therefore, Eq. (37) be-
omes

� · �i�r� =
�o

4�
� dS�g�r − r���S� · i�r��. �43�

hen we add Eqs. (42) and (43) the two integrals com-
ine, and in the integrand we get the combination

S� ·i�r��− n̂�r�� · j�r��. From Eq. (2) we see that this is just
���r��. Then we introduce

���r� =
1

4��o
� dS���r��g�r − r��, �44�

fter which we obtain for the sum of Eqs. (42) and (43):
� · ��j�r� + �i�r�� =
i�

c2 ����r� + ���r��. �45�

ith this relation, Eq. (15) simplifies to

E�r� = E�r�inc + i���j�r� + �i�r�� − �����r� + ���r��,

�46�

nd Eq. (16) for B�r� remains the same.
An interesting question is under which condition Eq.

46) is a correct solution of Maxwell’s equations, given j�r�
nd i�r�. Since Eq. (16) for B�r� is the same, the boundary
ondition for B�r� is still correct, and it is easy to see that
he term ����r� in Eq. (46) gives the correct jump in E�r�
t the boundary. The ���r� and ���r� satisfy the Helm-
oltz equations

��2 + ko
2����r� = −

��r�

�o
, �47�

��2 + ko
2����r� = 0. �48�

hen we take the divergence of Eq. (46) we obtain

� · E�r� =
��r�

�o
+ i�	� · ��j�r� + �i�r�� −

i�

c2 ����r� + ���r��
,

�49�

nd we see that, compared with Maxwell’s Eq. (3), the ad-
itional term in braces appears. So for Eq. (46) to be a so-
ution of Maxwell’s equations, this term has to disappear.
etting this term equal to zero gives exactly Eq. (45). For
axwell’s Eq. (6) the same term appears, whereas Eqs.

4) and (5) still hold without further assumptions. There-
ore, Eq. (46) provides a solution of Maxwell’s equations
nder the condition that Eq. (45) holds. A sufficient con-
ition is that the boundary interface is a single closed sur-
ace.

. DIELECTRIC OR METALLIC MEDIUM
quations (15) and (16) are solutions of Maxwell’s equa-

ions, expressed in terms of given j�r� and i�r�. It is im-
ortant to notice that nothing has been assumed about
hese current densities and also that no assumptions
ave been made about the material in which these cur-
ent densities appear. Let us now consider the most com-
on situation for which the material is a linear dielectric

r a metal. For such materials the current density is pro-
ortional to the electric field according to

j�r� = − i��o��r�E�r�, �50�

ith ��r� the complex-valued susceptibility function,
hich includes the conductivity. There is no surface cur-

ent, so �i�r�=0. With Eq. (50) for j�r� we obtain from
qs. (9) and (17)
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��r�E�r� = E�r�inc

+
1

4�
� � �� �� d3r���r��g�r − r��E�r��� ,

�51�

ith

��r� = 1 + ��r�. �52�

quation (51) is a linear integral equation for E�r� with
�r�inc as the inhomogeneous term. The integral on the

ight-hand side only runs over the volume of the material,
ince ��r�=0 in vacuum. Equation (51) has been used fre-
uently in scattering and diffraction problems. Numeri-
ally, one expands E�r� and E�r�inc onto a set of discrete
asis functions, which turns Eq. (51) into a set of linear
quations for the expansion coefficients. This is known as
he method of moments.27 After solving Eq. (51), the mag-
etic field follows from Eq. (4). It should be noted that
here exist many alternative integral equations for scat-
ering and diffraction problems involving dielectric and
etallic materials,28 some of which may have computa-

ional advantage over Eq. (51).

. PERFECT CONDUCTOR
particularly interesting example is the case in which

he material is a perfect conductor. In such a material the
lectric field is zero, and it then follows from Maxwell’s
quations that B, �, and j also vanish. We only have sur-
ace charge and current densities as the source of radia-
ion. We now consider the integral of Eq. (16) for the mag-
etic field, with �j�r�=0. Inside the material we have
�r�=0, so with Eq. (20) we find

�o

4�
� dS�i�r�� � �g�r − r�� = B�r�inc, �r in material�.

�53�

iven the incident field, this is an equation for the surface
urrent density i�r�. The incident field induces a surface
urrent density, which is the solution of Eq. (53), and
iven this solution i�r�, the magnetic field outside the ma-
erial can be obtained from Eq. (16). The electric field out-
ide the material then follows from Maxwell’s Eq. (6).
quation (53) expresses that for r inside the material the
eld generated by i�r� cancels exactly the incident field, a
ituation reminiscent of the extinction theorem.

A more attractive form of Eq. (53) can be derived as fol-
ows. Equation (53) has to hold for all r in the material, so
t holds in particular for points r− just inside the material.
or such points, the integral in Eq. (53) is the same as in
q. (29), and we have

1

2
�oi�r� � n̂�r� +

�o

4�
P� dS�i�r�� � �g�r − r�� = B�r�inc,

�r in S�. �54�

his is still an equation for i�r�, but it now only involves
oints on the boundary surface S. Another simplification
an be made by taking the cross product with n̂�r�:
1

2
�oi�r� +

�o

4�
n̂�r� � P� dS�i�r�� � �g�r − r��

= n̂�r� � B�r�inc, �r in S�. �55�

ere every term is in the local tangent plane, whereas in
q. (54) both B�r�inc and the integral have components
ormal to the surface. Therefore the formulation in Eq.
55) reduces the problem to a two-dimensional problem,
lthough �g�r−r�� is still three dimensional. The theorem
as used in this form in Ref. 23.
Finally, let us consider the case where the surface is

at. In the integrand of the integral in Eq. (55), both the
oints r and r� are in S, and when S is flat, we have that
he vector r−r� lies in S. From Eq. (19) we see that
g�r−r�� is proportional to r−r�, so this vector lies in S.
hen i�r����g�r−r�� is perpendicular to S, and therefore

he integral is a vector perpendicular to S. When we take
he cross product with n̂�r�, this term vanishes, and we
btain

i�r� =
2

�o
n̂�r� � B�r�inc. �56�

e find the remarkable result that the induced current
ensity at point r in S is determined by the value of the
ncident magnetic field at that same point. The corre-
ponding surface charge density follows from Eq. (2). For
flat surface, temporarily taken to be the xy plane, the

urface divergence is simply �S ·i=�ix /�x+�iy /�y, and
ˆ �r�=ez. From Eq. (56) we then find

�S · i = −
2

�o
�� � B�r�inc�z. �57�

rom Maxwell’s Eq. (6) we have ��B�r�inc=
i��o�oE�r�inc, so that Eq. (2) yields

��r� = 2�on̂�r� · E�r�inc, �58�

.g., the local surface charge density is determined by the
ncident electric field at that point.

. CONCLUSIONS
e have considered scattering of radiation by a surface or

bject of arbitrary shape, as schematically illustrated in
ig. 1. Inside the material there may be a charge density
nd current density, and on the boundary there may be a
urface charge density and a surface current density. In-
egrals of Maxwell’s Eqs. (3)–(6) are given by Eqs. (15)
nd (16) for the electric and magnetic fields, respectively.
he solutions are expressed in terms of �j�r� and �i�r�,
hich are determined by j�r� in the material and i�r� on

he surface, through Eqs. (9) and (13), respectively. Equa-
ions (15) and (16) then express the solution as the sum of
he incident field and the field generated by the current
ensities j�r� and i�r�. With Eqs. (12) and (14) we then
asily verify that Eqs. (15) and (16) are indeed solutions
f Maxwell’s equations, both inside and outside the mate-
ial.

Much less trivial is to show that the solutions of Eqs.
15) and (16) also satisfy the boundary conditions of Eqs.



(
t
p
s
t
t
(
w
g
b
t
p
b
t
h
f

a
e
e
e
l
e
f
E
s
c
(
o
f
(

A
E
b
c
t
i
d

u
t

s
c
g
m
o
o

a

T

w

s

w
v
a

L
b
T
a
i

T
O
n
W

a
w

T

s
w
T

W
(
f

@

R

3070 J. Opt. Soc. Am. A/Vol. 23, No. 12 /December 2006 Henk F. Arnoldus
7) and (8) for any j�r� and i�r�. In Section 3 we considered
he solution for B�r�, given by Eq. (16). We let the field
oint approach a point on the surface, either from the in-
ide or outside, as shown in Fig. 3. It turned out that the
erm ���i�r�, given by Eq. (22), is discontinuous across
he surface. The integral in Eq. (22) is the same as in Eq.
29), and we see that the first term depends on from
hich side we approach the surface, and this difference
ives the boundary conditions of Eq. (8) for B�r�. The
oundary condition for the electric field, Eq. (7), involves
he surface charge density ��r�, which does not appear ex-
licitly in the solution of Eq. (15) for E�r�. We found that
oth the terms ��� ·�j�r�� and ��� ·�i�r�� have a discon-
inuity across the surface, and when combined with the
elp of Eq. (2), we obtain the boundary condition of Eq. (7)
or the electric field.

For a particular application, the solutions of Eqs.(15)
nd (16) have to be supplemented with a constitutive
quation for the material under consideration. For a di-
lectric or metallic medium, the current density and the
lectric field are related by Eq. (50), which turns the so-
ution of Eq. (15) into Eq. (51). The result is an integral
quation for the electric field. When the material is a per-
ect conductor, the magnetic field inside is zero, and with
q. (16) this leads to Eq. (55), which is an equation for the
urface current density. When the surface of the perfect
onductor is flat, the solution to Eq. (55) is given by Eq.
56), which expresses the surface current density in terms
f the incident magnetic field at that same point. The sur-
ace charge density was similarly found to be given by Eq.
58).

PPENDIX A
quation (2) expresses conservation of charge at the
oundary, which involves the surface divergence of the
urrent density. In this appendix we briefly summarize
he definition of a surface divergence, and we present an
dentity that we need for the derivation in Section 4. More
etails can be found in Ref. 24.
Let the surface S be parametrized by r=r�u1 ,u2�, with

1 and u2 free parameters. For a given point �u1 ,u2� on
he surface, the vectors

ck = �kr, k = 1,2, �A1�

pan the tangent plane. Here, �k is short for � /�uk. The
omponents of the fundamental tensor of the surface are
ij=ci ·cj, and these can be seen as the elements of a sym-
etric 2�2 matrix. We then indicate by g�k the elements

f the inverse matrix, so that g�kgki=�i
� with a summation

ver k implied. The reciprocal basis vectors are defined as

c� = g�kck, �A2�

nd it then follows that

ci · cj = �j
i. �A3�

he Christoffel symbols of the surface are defined by

� k

j i� = ck · �jci, �A4�

hich are functions of u1 and u2.
A vector T in the tangent plane can be written as

T = Tkck, �A5�

o that with Eq. (A3)

Tk = ck · T, �A6�

hich are the contravariant components of T. When a
ector T is associated with each point on the surface, it is
vector field, and its surface divergence is defined as

�S · T = �kTk + � j

k j�Tk. �A7�

et 
�r� be a scalar field in space. With the surface em-
edded in space, this makes it also a scalar field on S.
hen 
T is a vector field on the surface, with contravari-
nt components �
T�k=
Tk. The surface divergence of 
T
s then, with Eq. (A7),

�S · �
T� = 
�S · T + Tk�k
. �A8�

he summation on the right-hand side runs over k=1,2.
n the other hand, �
 is a vector field with three compo-
ents, and �
 will in general not be in the tangent plane.
ith the chain rule we have

�k
 =
�


�x

�x

�uk +
�


�y

�y

�uk +
�


�z

�z

�uk , �A9�

nd when we write out Eq. (A1) in Cartesian coordinates
e have

ck = ex

�x

�uk + ey

�y

�uk + ez

�z

�uk . �A10�

herefore,

�k
 = ck · �
, �A11�

ince �
=ex��
 /�x�+ey��
 /�y�+ez��
 /�z�. With Eq. (A5)
e have T ·�
=Tk�ck ·�
�, with k=1,2, and so we have
·�
=Tk�k
. Equation (A8) then becomes

�S · �
T� = 
�S · T + T · �
. �A12�

e have used this identity in the step from Eq. (36) to Eq.
37), with T the surface current density and 
 the Green’s
unction.
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