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Abstract.  Radiation emitted by a localized source can be considered a combination of 

traveling and evanescent waves, when represented by an angular spectrum.  We have 

studied both parts of the radiation field by means of the Green’s tensor for the electric 

field and the “Green’s vector” for the magnetic field.  It is shown that evanescent waves 

can contribute to the far field, despite their exponential decay, in specific directions.  We 

have studied this far-field behavior by means of an asymptotic expansion with the radial 

distance to the source as large parameter.  As for the near field, we have shown explicitly 

how the singular behavior of radiation in the vicinity of the source is entirely due to the 

evanescent waves.  In the process of studying the traveling and evanescent waves in both 

the near field and the far field, we have found a host of new representations for the 

functions that determine the Green’s tensor and the Green’s vector.  We have obtained 

new series involving Bessel functions, Taylor series, asymptotic series up to all orders 

and new integral representations.   
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  I.  Introduction 

 

Radiation emitted by a localized source of atomic dimensions is usually observed in the 

far field with a macroscopic detector like a photomultiplier tube.  This far-field wave is a 

spherical wave and its modulation in phase and amplitude carries information on the 

characteristics of the source.  The recent dramatic advances in nanotechnology (Ohtsu, 

1998) and the increasing experimental feasibility of measuring electromagnetic fields on 

a length scale of an optical wavelength in the vicinity of the source with near-field 

microscopes (Pohl, 1991; Pohl and Courjon, 1993; Courjon and Bainier, 1994; Paesler 

and Moyer, 1996; Grattan and Meggitt, 2000; Courjon, 2003), has made it imperative to 

study in detail the optical properties of radiation fields with a resolution of a wavelength 

or less around the source.   

 It is well known that radiation emitted by a localized source has four typical 

components, when considering the dependence on the radial distance to the source.  Let 

the source be located near the origin of coordinates, and let vector r represent a field 

point.  We shall assume that the radiation is monochromatic with angular frequency ω  

with corresponding wave number cko /ω= .  The spherical wave in the far field 

mentioned above then has an overall factor of rriko /)exp( , and this is multiplied by a 

complex amplitude depending on the details of the source.  The important property of this 

component of the field is that it falls off with distance as r/1 .  Since the intensity is 

determined by the square of the amplitude, the outward energy flow per unit area is 

proportional to 2/1 r .  When integrated over a sphere with radius r around the source, the 

emitted power becomes independent of the radius of the sphere, and therefore can be 
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observed in “infinity”.  Conversely, any component of the field that falls off faster than 

r/1  will not contribute to the power at macroscopic distances.  The complete radiation 

field has three more components that become important when we want to consider optical 

phenomena on a length scale of a wavelength.  The field has a component proportional to 

2/1 r , which is called the middle field, and a component that falls off as 3/1 r , which is 

the near field contribution.  In addition, there is a delta function in the field which only 

exists inside the source, and this part is therefore usually omitted.  It has been realized for 

a long time that this delta function is necessary for mathematical consistency (Jackson, 

1975), and more recently it appeared that for a proper account of the near field this 

contribution can not be ignored any longer (Keller, 1996, 1999a, 1999b).  Especially 

when considering k-space descriptions of parts of the field, this delta function has to be 

included, since it spreads out over all of k-space (Arnoldus, 2001, 2003a).   

 In near-field optics, a representation of the radiation field in configuration (r) space is 

not always attractive, since all parts of the field (near, middle and far) contribute more or 

less equally, depending on the distance to the source.  Moreover, the separate parts are 

not solutions of Maxwell’s equations individually, so the coupling between all has to be 

retained.  A description in configuration (k) space has the advantage that the Fourier 

plane waves of the decomposition do not couple among each other, but the problem here 

is that the separate plane waves do not satisfy Maxwell’s equations.  The reason is that at 

a given frequency ω , only plane waves with wave number cko /ω=  can be a solution of 

Maxwell’s equations, whereas in k-space waves with any wave number k appear.  The 

solution to this problem is to adopt what is called an “angular spectrum” representation.  

Here, we make a Fourier transform in x and y, but not in z, so this is a two-dimensional 
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Fourier transform in the xy-plane.  The wave vector ||k  in the xy-plane can have any 

magnitude and direction.  The idea is then that we associate with this ||k  a three-

dimensional plane wave of the form )exp( rK ⋅i , with an appropriate complex amplitude, 

such that this wave is a solution of Maxwell’s equations.  In particular, the magnitude of 

K has to be ckK o /ω== , which implies that, given ||k , the z-component of K is fixed, 

apart from a possible minus sign.  The wave vector K of a partial wave in this 

representation is given by 
 
  zz ekK )sgn(|| β+=  (1) 

 

with )sgn(z  the sign of z, and with the parameter β  defined as 
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For okk <|| , this parameter is positive, and therefore the sign of zK  is the same as the 

sign of z.  Hence, )exp( rK ⋅i  is a traveling plane wave, which travels in the direction 

away from the xy-plane.  For okk >|| , β  is positive imaginary, and this corresponds to a 

wave which decays in the z-direction.  The sign of zK  is chosen such that for 0>z  the 

wave decays in the positive z-direction and for 0<z  it decays in the negative z-direction, 

a choice which is obviously dictated by causality.  Waves of this type are called 

evanescent waves, and in an angular spectrum representation these waves have to be 

included.  Since ||k  is real, the evanescent waves travel along the xy-plane in the 

direction of ||k .  Figure 1 schematically illustrates the two types of waves in the 

angular spectrum.   
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 The advantage of the fact that each partial wave in the angular spectrum is a solution 

of the free-space Maxwell equations can not be overemphasized.  For instance, when the 

source is located near an interface, each partial wave reflects and refracts in the usual 

way, and this can be accounted for by Fresnel reflection and transmission coefficients.  

The total reflected and refracted fields are then simply superpositions of these partial 

waves, and the result is again an angular spectrum representation.  This yields an exact 

solution for the radiation field of a source near an interface (Sipe, 1981, 1987), and the 

result has been applied to calculate the radiation pattern of a dipole near a dielectric 

interface (Lukosz and Kunz, 1977a, 1977b; Arnoldus and Foley, 2003b, 2003d) and a 

nonlinear medium (Arnoldus and George, 1991), and to the computation of the lifetime 

of atomic states near a metal (Ford and Weber, 1981, 1984).   

 Evanescent waves have a long history, going back to Newton (de Fornel, 2001), and 

common wisdom tells us that evanescent waves dominate the near field whereas the 

traveling waves in the angular spectrum account for the far field.  The latter statement 

derives from the fact that evanescent waves die out exponentially, away from the xy-

plane, and can therefore not contribute to the far field.  On the other hand, near the source 

each traveling and each evanescent wave in the angular spectrum is finite in amplitude, 

giving no obvious reason why evanescent waves are more prominent in the near field 

than traveling waves.  In this paper we shall show explicitly that in particular the 

singularity of the field near the origin (as in 3/1 r , etc.) results entirely from the 

contribution of the evanescent waves.  On the other hand, we shall show that evanescent 

waves do end up in the far field, despite their exponential decay, defying common sense.   
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  II.  Solution of Maxwell’s Equations 

 

We shall consider a localized source of radiation in which the charge density ),( trρ  and 

the current density ),( trj  oscillate harmonically with angular frequency ω .  We write  
 
  ])(Re[),( tiet ω−= rjrj  (3) 
 

with )(rj  the complex amplitude, and similarly for ),( trρ .  The electric field ),( trE  and 

the magnetic field ),( trB  will then have the same time dependence, and their complex 

amplitudes are )(rE  and )(rB , respectively.  We assume the charge and current densities 

to be given (as is for instance the case for a molecule in a laser beam).  The electric and 

magnetic fields are then the solution of Maxwell’s equations: 
 
  oερ /)()( rrE =⋅∇  (4) 

  )()( rBrE ωi=×∇  (5) 

  0)( =⋅∇ rB  (6) 

  )()()( 2 rjrErB o
c
i µω

+−=×∇  . (7) 

 

If we take the divergence of Eq. (7) and use Eq. (4) we find  
 
  )()( rrj ωρi=⋅∇  (8) 
 

which expresses conservation of charge.   

 In order to obtain a convenient form of the general solution we temporarily introduce 

the quantity 
 

  ∫ −= )'()'('
4

)( 3 rrrjrrP gdi o
π

ωµ  (9) 
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where )(rg  is the Green’s function of the scalar Helmholz equation 
 

  
r

eg
riko

=)(r  . (10) 

 

It follows by differentiation that 
 
  rrrrrr ≠−−=−∇ ',)'()'( 22 gkg o  . (11) 
 

If we then wish to evaluate )(2 rP∇ , then it seems that the entire r dependence enters 

through )'( rr −g  in the integrand, and with Eq. (11) this would give )()( 22 rPrP ok−=∇ . 

However, it should be noted that )(rg  has a singularity at 0=r , and therefore the 

integrand of the integral in Eq. (9) is singular at rr =' .  When the field point r is inside 

the source, it is understood that a small sphere around r is excluded from the range of 

integration.  When we vary r, by applying the operator 2∇  on )(rP , then we also move 

the small sphere.  It can then be shown (van Kranendonk and Sipe, 1977; Born and Wolf, 

1980) that this leads to an extra term when moving 2∇  under the integral.  The result is 
 
  )()()( 22 rjrPrP oo ik ωµ−−=∇  . (12) 
 

It can then be verified by inspection that the solution of Maxwell’s equations is 
 

  ))((1)()( 2 rPrPrE ⋅∇∇+=
ok

 (13) 

  )()( rPrB ×∇
−

=
ω

i  (14) 

 

taking into consideration relation (8) between the charge and current densities.   
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 In Eq. (13), the operator ...)( ⋅∇∇  acts on the integral in Eq. (9), and when we move 

this operator under the integral an additional term appears, similar to the second term on 

the right-hand side of Eq. (12).  In this case we find 
 

                 ( )'()'('
4

)(
3

)( 23 rrrjrrjrE −+−= ∫ gkdii
o

oo ωεπωε
 

                                                     ))]}'()'([{ rrrj −⋅∇∇+ g  . (15) 

 

The ...)( ⋅∇∇  in the integrand only acts on the r dependence of )'( rr −g , and therefore 

this can be written as 
 
  )'(])'([)]}'()'([{ rrrjrrrj −∇∇⋅=−⋅∇∇ gg  . (16) 
 

For the magnetic field we have to move ...×∇  under the integral, but this does not lead to 

an additional term.  We thus obtain 
 

  )'()'('
4

1)( 3
2 rrrjrrB −∇×

−
= ∫ gd

coεπ
  (17) 

 

where we have used )'()'()]'()'([ rrrjrrrj −∇×−=−×∇ gg .   

 

  III.  Green’s Tensor and Vector 

 

The solutions for )(rE  and )(rB  from the previous section can be cast in a more 

transparent form by adopting tensor notation.  To this end we notice that the right-hand 

side of Eq. (16) can be written as 
 
  )'()]'([)'(])'([ rjrrrrrj ⋅−∇∇=−∇∇⋅ gg  . (18) 
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Here, )'( rr −∇∇g  is a tensor with a dyadic structure (given below), and the dot product 

between a dyadic form ab and a vector c is defined as )()( cbacab ⋅=⋅  in terms of the 

regular dot product between the vectors b and c.  The result is a vector proportional to a.  

The unit tensor I
t

 has the effect of aa =⋅I
t

.  The solution (15) for )(rE  can then be 

written as 
 

                 )'(I['
4

)(
3

)( 23 rrrrjrE −+−= ∫ gkdii
o

oo

t
ωεπωε

 

                                                    )'()]'( rjrr ⋅−∇∇+ g  . (19) 
 

In order to simplify this even more, we write the current density in the first term on the 

right-hand side as 
 

  )'()]'(I[')( 3 rjrrrrj ⋅−= ∫ δ
t

d  (20) 

 

and then we combine the two integrals.  The solution then takes the compact form 
 

  )'()'(g'
4

)( 3
2

rjrrrrE ⋅−= ∫ t
dik

o

o
ωεπ

 . (21) 

 

Here, )(g r
t

 is the Green’s tensor, defined as 
 

  )(1II)(
3
4)(g 22 rrr g

kk oo










∇∇++−=

ttt
δπ  . (22) 

 

This tensor has been studied extensively, and a book (Tai, 1971) is devoted to its use, 

although, oddly enough, the delta function on the right-hand side was not included.   
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 In order to find )(g r
t

 explicitly, we only need to work out the derivatives )(rg∇∇ .  

At this point it is convenient to adopt dimensionless variables for coordinates with ok/1  

as unit of measurement.  The dimensionless vector representing the field point will be 

denoted by rq ok= .  The magnitude of this vector, rkq o= , is then the dimensionless 

distance of the field point from the origin, and such that π2=q  corresponds to a distance 

of one optical wavelength.  We shall also introduce the dimensionless Green’s tensor by 
 

  )(g1)(χ rq
tt

ok
=  . (23) 

 

This Green’s tensor is then found to be  
 

  
q

e
q
e

q
i

iqiq
)ˆˆI()1)(ˆˆ3I(I)(

3
4)( 2χ qqqqqq −+−−+−=

tttt
δπ   (24) 

 

from Eq. (22).  The radial unit vector q̂  is the same as r̂ , and 3/)()( okrq δδ =  is the 

dimensionless delta function.  The final expression for the electric field of a localized 

source then becomes 
 

  )'())'(('
4

)( χ3
3

rjrrrrE ⋅−= ∫ o
o

o kdik t
ωεπ

 . (25) 

 

 The result for the magnetic field can be rewritten in a similar way, but this is a lot 

simpler.  We define the dimensionless vector quantity  
 

  )(1)( 2 rq g
ko

∇−=η  (26) 

 

in terms of which the magnetic field becomes 
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  )'())'(('
4

)( 3
3

rjrrrrB ×−−= ∫ o
o

o kd
c

k
η

ωεπ
 (27) 

 

greatly resembling Eq. (25) for the electric field.  Apparently, the vector )(qη  plays the 

same role for the magnetic field as the Green’s tensor for the electric field, although it 

should be noted that this vector is not a Green’s function in the usual sense.  This Green’s 

vector has the explicit form 
 

  
q

ei
q

iq
qq ˆ1)( 







−=η  . (28) 

 

 

  IV.  Electric Dipole 

 

We now consider a localized charge and current distribution of the most important form: 

the electric dipole.  Its importance comes from the fact that most atomic and molecular 

radiation is electric dipole radiation.  To see how this limit arises, we first consider a 

general distribution.  Let the material be made up of particles, numbered with the 

subscript α.  Each particle has a position vector )(tαr , velocity 
 

  )()( t
dt
dt αα rv =  (29) 

 

and electric charge αq .  The dipole electric dipole moment )(td  of the distribution is 

defined as  
 
  ∑=

α
αα )()( tqt rd  . (30) 
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The time dependent current density can be expressed as (Cohen-Tannoudji et.al., 1989) 
 
  ∑ −=

α
ααα δ ))(()(),( ttqt rrvrj  . (31) 

 

We now assume that the linear dimensions of the distribution are very small, and 

centered around a given point or .  We then have ot rr ≈)(α , and Eq. (31) becomes  
 
  ∑−=

α
ααδ )()(),( tqt o vrrrj  . (32) 

 

Comparison with Eq. (29) gives  
 

  (t))(),( drrrj
dt
dt o−= δ  . (33) 

 

Since the current distribution completely determines the electric and magnetic fields, 

according to Eqs. (25) and (27), we simply define an electric dipole, located at or , as a 

distribution with ),( trj  given by Eq. (33).   

 For time harmonic fields, the dipole moment has the form  
 
  ]Re[)( tiet ω−= dd  (34) 
 

where d is an arbitrary complex-valued vector.  The current density follows from Eq. 

(33), and comparison with Eq. (3) then gives for the time-independent current density 
 
  drrrj )()( oi −−= δω  . (35) 
 

The corresponding charge density follows from Eq. (8): 
 
  )()( orrdr −∇⋅−= δρ  (36) 
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although we don’t need that for the present problem.   

 Due to the delta function in Eq. (35), the integrals in Eqs. (25) and (27) can be 

evaluated.  For a dipole located at the origin of coordinates we obtain for the fields 
 

  dqrE ⋅= )(
4

)( χ
3 t

o

ok
επ

 (37) 

  dqrB ×= )(
4

)(
3

η
o

ok
c
i

επ
 (38) 

 

with rq ok= .  This very elegant result shows that the spatial dependences of the Green’s 

tensor and vector are essentially the spatial distribution of the electric and magnetic field 

of dipole radiation (apart from the tensor and cross product with d).   

 The composition of the electric field now follows from Eq. (24).  The first term on the 

right-hand side is a delta function, which only exists in the dipole.  We call this the self 

field.  The second term has a 3/1 q  and a 2/1 q  contribution, which are the near and the 

middle field, respectively.  The last term falls off as q/1 , and this is the far field.  

Similarly, for the magnetic field we see from Eq. (28) that this field only has a far and a 

middle field, but no near or self field.   

 

  V.  Angular Spectrum Representation of the Scalar Green’s Function 

 

As mentioned in the Introduction, for many applications the representation of the Green’s 

tensor and vector as in Eqs. (24) and (28), respectively, is not practical.  In this section 

we shall first consider the scalar Green’s function, given by Eq. (10).  In order to derive a 

more useful representation, we first transform to k-space.  The transformation is  
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  rkrk ⋅−∫= i
rik

e
r

edG
o3)(  . (39) 

 

For a given k, we use spherical coordinates and such that the z-axis is along the k vector.  

First we integrate over the angles.  Then the remaining integral over the radial distance 

does formally not exist, and we have to include a small positive imaginary part εi  in ok .  

The resulting integral can be evaluated with contour integration, and the result is 
 

  0,4)( 22 ↓
+−

−= ε
ε

π
ikk

G
o

k  . (40) 

 

The inverse is then 
 

  0,1
2

1)( 22
3

2 ↓
+−

−= ⋅∫ ε
επ

rkkr i

o
e

ikk
dg  . (41) 

 

This integral can be calculated by using spherical coordinates in k-space.  The result is 

again rriko /)exp( , which justifies the construction with the small imaginary part in the 

wave number.   

 Instead of using spherical coordinates in k-space, we now consider Cartesian 

coordinates for the integral in Eq. (41).  With contour integration we perform the integral 

over zk , which yields 
 

  rK
||kr ⋅∫= iedig
βπ
1

2
)( 2  . (42) 

 

The parameter β  is defined in Eq. (2) and the wave vector K is given by Eq. (1).  The 

integral runs over the entire ||k  plane, which is the xy-plane of k-space.  Equation (42) is 

the celebrated angular spectrum representation of the scalar Green’s function.   
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 As explained in the Introduction, Eq. (42) is a superposition of traveling and 

evanescent waves.  Inside the circle okk =||  in the ||k  plane, the waves )exp( rK ⋅i  are 

traveling because β , and thereby zK , is real, and outside the circle these waves are 

evanescent since their wave vectors have an imaginary z-component.  Just on the circle 

we have 0=β , and the integrand has a singularity.  We shall see below that this 

singularity is integrable and poses no problems.   

 

  VI.  Angular Spectrum Representation of the Green’s Tensor and Vector 

 

In order to find an angular spectrum representation for the Green’s tensor )(g r
t

, it would 

be tempting to take expression (42) for the scalar Green’s function, substitute this in the 

right-hand side of Eq. (22), and then move the operator in large brackets under the ||k  

integral.  This procedure leads to the wrong result in that it misrepresents the self field 

(the delta function on the right-hand side of Eq. (22)).  The delta function in the Green’s 

tensor came from moving the ...)( ⋅∇∇  operator in Eq. (13) under the integral sign in Eq. 

(9) for )(rP , and this led to Eq. (15).  The extra term came from the singularity at 0=r  

of )(rg = rriko /)exp(  in )(rP .  When we represent )(rg  by its angular spectrum, Eq. 

(42), substitute this in Eq. (9) for )(rP , and change the order of integration, we obtain 
 

  )'()'(3
||

2
2 )'('1

8
)( rrKrjrkrP −⋅−∫∫−= zzio edd

βπ
ωµ  . (43) 

 

Here we have shown explicitly the z-dependence of K(z).  If we now consider the 

operator ...)( ⋅∇∇  acting on )(rP , then the singularity at rr ='  has disappeared.  
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Therefore, when we change the order of integration, the action of ...)( ⋅∇∇  does not 

“move the sphere” anymore, and we can freely move this operator under the 'r  integral.  

All following steps are the same, leading to Eq. (22) for )(g r
t

.  Therefore, we can 

substitute the angular spectrum representation (42) into Eq. (22) and move the derivatives 

under the integral, but we have to leave out the delta function on the right-hand side of 

Eq. (22).  This then yields 
 

  rKkr ⋅










∇∇+= ∫ i

o
e

k
di

2||
2 1I1

2
)(g

tt
βπ

 . (44) 

 

The dyadic operator ∇∇  now only acts on the exponential )exp( rK ⋅i , and we can take 

the derivatives easily.  Care should be exercised, however, since K depends on z through 

)sgn(z .  With  
 

  )(2)sgn( zz
dz
d δ=  (45) 

 

we find  
 
  rKrK KKee ⋅⋅ −=∇∇ i

zz
i ezie ])(2[ βδ  . (46) 

 

Furthermore we use the spectral representation of the two-dimensional delta function 
 

  )()(4 2
||

2 || yxed i δδπ=∫ ⋅rkk  (47) 

 

and when we then put everything together we obtain the angular spectrum representation 

of the dimensionless Green’s tensor: 
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  rKKKkeeqq ⋅∫ 









−+−= i

oo
zz e

k
d

k
i

2||
2 11

2
)(4)(χ I

tt
βπ

δπ  . (48) 

 

It is interesting to notice that a new delta function appears on the right-hand side, which 

comes from the discontinuous behavior of )(zK  at 0=z .  When compared to the 

representation (24) or (22) in r-space, we see that here we have a different delta function.  

Since the previous one represented the self field, the delta function in Eq. (48) must be 

something different.  We will get back to this point in Sec. 8 and Appendix A.   

 The Green’s vector for the magnetic field does not have any of these complications, 

and from Eq. (26) we immediately obtain 
 

  rKKkq ⋅∫= i

o
ed

k βπ
1

2
1)( ||

2
2η   (49) 

 

since )exp()exp( rKKrK ⋅=⋅∇ iii .   

 

  VII.  Traveling and Evanescent Waves 

 

The Green’s tensor )(χ q
t

 in Eq. (48) splits naturally into three parts: 
 
  evtr

zz )()()(4)( χχχ qqeeqq
ttt

++−= δπ  . (50) 
 

Here, tr)(χ q
t

 is the part of )(χ q
t

 which only contains the traveling waves, e.g., 

 

  rKKKkq ⋅

<










−= ∫ i

okk
o

tr e
k

d
k

i

o

2||
2 11

2
)(

||

χ I
tt

βπ
 (51) 

 



 20

where the integration only runs over the inside of the circle okk =|| .  Similarly, ev)(χ q
t

 is 

the part which only contains the evanescent waves.  The Green’s vector )(qη  for the 

magnetic field has two parts 
 
  evtr )()()( qqq ηηη +=  (52) 
 

in obvious notation.   

 We shall use both spherical coordinates ),,( φθr  and cylinder coordinates ),,( zφρ  

for a field point, and most of the time we shall use the dimensionless coordinates 

rkq o= , ρρ ok=  and zkz o= .  The radial unit vector in the xy-plane is given by =ρe  

φφ sincos yx ee + , in terms of which we have zzeeq += ρρ , and the tangential unit 

vector is φφφ cossin yx eee +−= .  The relation to spherical coordinates is θρ sinq= , 

θcosqz = , from which zeeq θθ ρ cossinˆ += .  Let us now consider the integration over 

the ||k -plane.  For a given field point r, we take the direction of the x~ -axis in the ||k -

plane along the corresponding ρe , and we measure the angle φ~  from this axis, as shown 

in Fig. 2.  The dimensionless magnitude of ||k  will be denoted by okk /||=α , which 

implies that the range 10 <≤α  represents traveling waves and the range ∞<<α1  

represents evanescent waves.  We further introduce 
 

  21 αββ −==
ok

  (53) 

 

with the understanding that β  is positive imaginary for 1>α , as in Eq. (2).  From Fig. 2 

we see that )~sin~cos(|| φφα φρ eek += ok  and therefore 
 
  zoo zkk eeeK )sgn()~sin~cos( βφφα φρ ++=  (54) 
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from which we find ||~cos zβφρα +=⋅rK .  Here we used ||)sgn( zzz = .  Combining 

everything then gives the following translation for an integral over the ||k -plane  
 

  (...)~(...)1 ~cos
2
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||

0
||

2 φρα
π

β φ
β
αα

β
izi

o
i ededked ∫∫∫

∞
⋅ =rKk  (55) 

 

where the ellipses denote an arbitrary function.   

 Let us now consider the traveling part of the Green’s tensor at the origin of 

coordinates.  We set 0=r  in Eq. (51) and use representation (55) for the ||k  integral.  

The only dependence on φ~  comes in through KK, with K given by Eq. (54), and the 

integral over φ~  can be performed directly.  For the remaining integral over α  we make a 

change of variables according to 2/12)1( α−=u , after which the integral over u is 

elementary.  Furthermore we recall the resolution of the unit tensor in cylinder 

coordinates 
 
  zzeeeeee ++= φφρρI

t
 (56) 

 

which then gives 
 

  I
3
2)0(χ
tt

itr =  . (57) 

 

The most important conclusion of this simple result is that the traveling part of the 

Green’s tensor is finite at the origin.  Since the Green’s tensor itself is highly singular at 

this point, we conclude that any singularity at 0=q  must come from the evanescent 

waves.  This also justifies the opinion that near the origin the field of a dipole (or the 
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Green’s tensor) is dominated by the evanescent waves.  In the same way we obtain for 

the Green’s vector  
 

  z
tr z e)sgn(

2
1)0( =η  (58) 

 

which is also finite.   

 

  VIII.  The Auxiliary Functions 

 

In order to study the behavior of the traveling and evanescent waves in detail, we go back 

to Eq. (48), and we write the ||k  integral as in Eq. (55).  Since we now have the 

exponential of ||~cos zβφρα +=⋅rK , the integrals over φ~  lead to Bessel functions, as 

for instance 
 

  )(2~
0

2

0

~cos ραπφ
π

φρα Jed i =∫  . (59) 

 

After some rearrangements, the Green’s tensor then takes the form 
 
  )()()()I()(4)( 2

1
2
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tt
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2
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t
ρρ  (60) 

 

where we have introduced four auxiliary functions  
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2

0
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2 )(2)( zi
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∞

=q  (63) 

  ||
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0

)()( zi
d eJdiM βραβαα∫

∞

=q  . (64) 

 

These functions are functions of the field point q.  They depend on the cylinder 

coordinates ρ  and z  but not on φ .  With θρ sinq= , θcosqz = , we can also see them 

as functions of the spherical coordinates q and θ .  Furthermore, the z -dependence only 

enters as || z , and therefore these functions are invariant under reflection in the xy-plane.  

For 1>α , β  is positive imaginary, and |)|exp( ziβ  decays exponentially with || z , 

which guarantees the convergence of the integrals.  The exception is 0=z  for which 

some of the integrals do not exist in the upper limit.  We know, however, that the Green’s 

tensor is finite for all points in the xy-plane except the origin, so the limit 0→z  has to 

exist.  The factors in front of the functions in Eq. (60) show explicitly the tensorial part of 

the tensor.   

 In the same way the Green’s vector can be written as 
 
  )()()sgn()( qeqeq fez MMz ρ+=η   (65) 
 

which involves two more auxiliary functions 
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  ||
1

2

0

)()( zi
f eJdiM βρα

β
αα∫

∞

=q  . (67) 

 

 We now have expression (60) for the Green’s tensor and expression (24), and these 

must obviously be the same.  We set zeeq θθ ρ cossinˆ +=  in Eq. (24) and compare to 

Eq. (60).  When equating the corresponding tensorial parts we obtain four equations for 

the four auxiliary functions.  Upon solving this yields the explicit forms 
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We see that )(qaM  is the scalar Green’s function from Eq. (10), apart from a factor of 

ok , but the other three are more complicated.  In particular, )(qdM  has a delta function, 

which, when added to the delta function in Eq. (60), gives exactly the self field part in 

Eq. (24).  In Appendix A we show that the integral representation (64) contains indeed a 

delta function, and that it resides entirely in the evanescent part.   

 Similarly, comparison of Eqs. (28) and (65) gives 
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  IX.  Relations Between The Auxiliary Functions 

 

From Eqs. (69) and (70) we observe the relation 
 

  )(||2)( qq bc MzM
ρ

−=   (74) 

 

since ρθθ /||sin/|cos| z= .  Less obvious is: 
 

  )(2)()()( qqqq fbad MMMM
ρ

−−=  (75) 

 

as will be shown in Appendix A.  Another relation that we notice immediately is 
 

  )(||)( qq fe MzM
ρ

=  . (76) 

 

Then Eq. (65) becomes 
 

  )(1)( qqq fM
ρ

=η   (77) 

 

as interesting alternative.   

 When we differentiate the integral representation (61) with respect to z  and use 
 

  )sgn(|| zz
zd

d
=  (78) 

 

we obtain the relation 
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  )()sgn()( qq ea MzM
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and similarly 
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We can also differentiate with respect to ρ .  With )()'( 10 xJxJ −=  we find from Eq. (61) 
 

  )()( qq fa MM −=
∂
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ρ

 (82) 

 

and similarly 
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Many other relations can be derived, especially involving higher derivatives.   

 

  X.  The Evanescent Part 

 

The evanescent part ev)(χ q
t

 of the Green’s tensor is given by Eq. (51), except that the 

integration range is okk >|| .  When expressed in auxiliary functions it becomes 
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and the functions ev
kM )(q , ,...,bak =  are the evanescent parts of the functions defined 

by integral representations in Sec. VIII.  This simply means that the lower integration 

limits become 1=α .  The evanescent part of the Green’s vector )(qη  is defined 

similarly.   

 For 1>α  the parameter β  is positive imaginary:  2/12 )1( −= αβ i .  The following 

theorem for n = 0, 1, ... 
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 (85) 

 

can be proved as follows.  In the integral on the left-hand side, substitute the identity 
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and integrate by parts.  For the derivative in the integrand of the remaining integral use 

)())'(( 1 xJxxJx n
n

n
n

−= .   

 For 2=n , Eq. (85) can be written as 
 

  ( )ev
b
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c MzJM )(||)(2)( 2 qq +−= ρ
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and for 1=n  it becomes 
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It is interesting to notice the similarity to Eqs. (74) and (76), respectively.  Due to the 

splitting, an additional Bessel function appears on the right-hand side.  In Appendix A it 

is shown that  
 

  ev
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d MMMM )(2)()()( qqqq

ρ
−−=  (89) 

 

which is identical in form to Eq. (75) for the unsplit functions.  Here, no additional term 

appears.  Eqs. (87)-(89) show that if we are able to compute the evanescent parts of 

)(qaM , )(qbM  and )(qfM  then we also know the evanescent parts of the other three.  

Since we also know the sum of the traveling and evanescent parts, we will also know the 

traveling parts of the auxiliary functions.  Also the relations involving derivates in Sec. 

IX carry over to traveling and evanescent waves, since these were derived from the 

integral representations without using explicitly the limits of integration.   

 In the integral representations of the evanescent parts of the auxiliary functions we 

make the change of variables 2/12 )1( −= αu , which leads to the new representations 
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  ||2
0

0

)1()( zuev
e euJuduM −

∞

+= ∫ ρq  (94) 

  ||2
1

2

0

)1(1)( zuev
f euJuduM −

∞

++= ∫ ρq  . (95) 

 

As a first observation we notice that the singularities (the factors β/1 ) in the lower limit 

have disappeared, which proves that these singularities are indeed integrable.  A second 

point to notice is that the evanescent parts are pure real.  Conversely, this means that the 

entire imaginary parts of the Green’s tensor and vector consist of traveling waves.  Or, 

only the real parts of the auxiliary functions split 
 
  fbakMMM ev

k
tr

kk ,...,,)()(Re)(Re =+= qqq  . (96) 
 

Since we know )(qkM , given by Eqs. (68)-(73), we also know the real parts.  Therefore, 

if we know either the first or the second term on the right-hand side of Eq. (96), we know 

the other.  We shall make use of this frequently.   

 

  XI.  The Traveling Part 

 

The traveling parts of the auxiliary functions, tr
kM )(q , are given by the integral 

representations of Sec. VIII with the integrations limited to 10 <≤α  and the 

corresponding Green’s tensor then follows from Eq. (84) with the superscripts ev 

replaced by tr.  As explained in the previous section, the imaginary parts of these 

functions are 
 
  fbakMM k
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k ,...,,)(Im)(Im == qq  (97) 
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and the functions on the right-hand side are the imaginary parts of the right-hand sides of 

Eqs. (68)-(73).  So we shall only be concerned with the real parts of the functions 

tr
kM )(q .   

 We now make the change of variables 2/12)1( α−=u  in the integral representations, 

and we take the real parts.  This yields the following representations 
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We shall use these representations for numerical integration, and in the graphs of the 

following sections, this will be referred to as the “exact” solutions.  By computing these 

integrals numerically, we also have a reference for the evanescent parts, according to Eq. 

(96).  It should be noted that for large values of ρ  and/or || z  this becomes very 

computer time consuming due to the fast oscillations of the integrands.   
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 Equations (74)-(76) show relations between the unsplit functions.  If we take the real 

parts of these equations, they still hold in the same form since all terms are real.  The 

corresponding relations for the traveling parts then follow by taking the difference with 

Eqs. (87)-(89) for the evanescent parts, according to Eq. (96).  We thus find 
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  XII.  The z-Axis 

 

Let us consider a field point on the z-axis ( 0≠z ).  We then have 0=ρ , and with 

1)0(0 =J  we find from Eq. (90) 
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for the scalar Green’s function.  Similarly, from Eqs. (93) and (94) we obtain 
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Since 0)0( =nJ  for 0≠n  the remaining functions vanish on the z-axis: 
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The evanescent parts of the Green’s tensor and vector then become 
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On the z-axis, we have qz =||  so the first term on the right-hand side of Eq. (111) is of 

the far field type, being O(1/q), or O(1/r).  As mentioned in the Introduction, fields that 

drop off with distance as O(1/r) can be detected at a macroscopic distance from the 

source.  It seems counterintuitive that waves which decay exponentially in the z-direction 

can survive in the far field on this z-axis.  We also notice that the Green’s vector, 

representing the magnetic field, is O(1/q2).  We thus conclude that the electric evanescent 

waves end up in the far field on the z-axis, but the corresponding magnetic evanescent 

waves do not.    

 Some years ago, the subject of evanescent waves in the far field of an electric dipole 

was vigorously debated in the literature.  The origin of the controversy goes back to a 

series of papers by Xiao (for instance, Xiao, 1996), who also derived Eq. (111) for the 

Green’s tensor on the z-axis.  He made the unfortunate mistake to conclude that since the 

z-axis is an arbitrary axis in space, Eq. (111) should hold for all directions, so ev)(χ q
t

 for 

all r should follow from Eq. (111) by replacing || z  by q and ze  by q̂  (in our notation).  

Wolf and Foley (1998) responded by noting that evanescent waves can only contribute to 

the far field along the z-axis (or the xy-plane), similar to the Stokes phenomenon in 

asymptotic analysis, and that this whole issue is of no interest and just a mathematical 
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oddity.  We shall see below that this conclusion is also incorrect, although closer to the 

truth.  This discussion continued for a while (Xiao, 1999; Carney, et.al., 2000; Lakhtakia 

and Weiglhofer, 2000; Xiao, 2000) until the correct solution to this problem was 

presented by Shchegrov and Carney (1999) and Setälä, et.al. (1999).   

 On the z-axis we have zz eq )sgn(ˆ = , || zq =  and the unsplit Green’s tensor and 

vector follow from Eqs. (24) and (28), respectively: 
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It should be noted that the tensor structure in Eq. (113) is different from the structure in 

Eq. (111).  Another noticeable difference is that the evanescent tensor and vector do not 

have the factors |)|exp( zi , and therefore do not correspond to outgoing spherical waves.   

 

  XIII.  The xy-Plane 

 

Next we consider the situation in the xy-plane.  Here we have 0=z , and the integrals 

defining the evanescent parts of the auxiliary functions, Eqs. (90)-(95), may not exist.  To 

get around this we first consider the traveling part.  From Eqs. (98), (99), (101) and (103) 

we obtain 
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because .0|)|sin( =zu  The two remaining ones involve integrals over Bessel functions, 

but with Eqs. (104) and (105) we immediately obtain 
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On the other hand, the real parts of )(qkM  follow by taking the real parts of the right-

hand sides of Eqs. (68)-(73), after which the ev
kM )(q ’s follow by taking the difference 

with Eqs. (115)-(117), according to Eq. (96).  We find 
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 An interesting point to observe is that from Eqs. (70) and (72) we find  
 
  0)()( == qq ec MM  (124) 
 

since 2/πθ =  in the xy-plane.  However, the evanescent parts of these functions are not 

zero, and neither are the traveling parts, Eqs. (116) and (117).  So two functions which 

are identically zero each split in a traveling and evanescent part with opposite sign.   
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 In the xy-plane we have in leading order  
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for ρ  large (the Bessel functions are O(1/ ρ ).  This shows that the evanescent waves 

along the xy-plane also have an O(1/q) part which survives in the far field.  The 

evanescent part of the Green’s tensor is in leading order for ρ  large 
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and the Green’s vector is  
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 It follows from Eqs. (24) and (28) that the unsplit Green’s tensor and vector for large 

q are  
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In the xy-plane we have ρ=q  and ρeq =ˆ , so we find 
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So, in the xy-plane the real parts of the Green’s tensor and vector consist purely of 

evanescent waves in the far field, and the imaginary parts are pure traveling.  This shows 

that in the xy-plane the traveling and evanescent waves contribute “equally” to the far 

field.  It should also be noted that the evanescent waves here are of the spherical wave 

type, unlike on the z-axis.  Figure 3 shows a polar graph of ev
aM )(q  and tr

aM )(Re q  

for π8=q , and we see that near the xy-plane the evanescent waves dominate over the 

real part of the traveling waves.  On the z-axis we have ||/)1||(cos)(Re zzM tr
a −=q , 

and this is zero for π8=q , so also there the evanescent waves dominate for this value of 

q.  For other values of q, the traveling and evanescent waves contribute about equally 

near the z-axis, but near the xy-plane the evanescent waves dominate over tr
aM )(Re q  

for all q, since 0)(Re =tr
aM q  for all q.   

 From  
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we see that this unsplit function is independent of the polar angle θ .  The splitting 

introduces a strong angle dependence of both the evanescent part and the real part of the 

traveling part, as can be seen in Fig. 3.  This angle dependence of the split auxiliary 

functions will be studied in detail in the next sections.   
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  XIV.  Relation to Lommel Functions 

 

The traveling part of )(qaM  is given by the integral representation (61) with the upper 

limit replaced by 1=α .  Explicitly 
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It turns out that this integral is tabulated (Prudnikov, et.al., 1986b), although the formula 

contains a misprint.  The factor [exp(ia...)...] should read [-iexp(ia...)...].  The result is 

expressed in terms of a Lommel function (Watson, 1922; page 487 of Born and Wolf, 

1980), which is a function of two variables, defined as a series with each term containing 

a Bessel function.  This result has been applied by Bertilone (1991a, 1991b) for the study 

of scalar diffraction problems.  Since qiqMa /)exp()( =q  we can obtain the evanescent 

part by taking the difference.  The result is 
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for 0|| >z .  For 0|| <z  we then use the fact that ev
aM )(q  is invariant under reflection 

in the xy-plane.  By taking derivatives as in Sec. IX and with the various relations 

between the evanescent parts, given in Sec. X, we can find the other auxiliary functions 

in a similar form (Arnoldus and Foley, 2002a).  We see from Eq. (135) that ev
aM )(q  is 

expressed in the coordinates ρ  and θ , which is a mix of cylinder and spherical 

coordinates.  For 0=θ  the entire series disappears, and with 0=ρ  for 0=θ  we also 
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have 1)0(0 =J , so that qM ev
a /1)( =q , as in Eq. (107).  For larger values of θ  all terms 

contribute, but the series remains convergent for all θ  and ρ .  Result (135) is interesting 

in its own right, and provides an alternative to numerical integration.  However, it does 

not shed much light on the behavior of the evanescent waves in the near- and the far field.  

Also, the expressions for the other auxiliary functions are not as elegant as Eq. (135), it 

seems.  In the next section we shall derive our own series expansions, also in terms of 

Bessel functions, and the result will be applied to obtain the expansions of ev
kM )(q  in 

series with q as the variable, and in the neighborhood of the origin, e.g., the near field.  

The result will exhibit precisely how the evanescent waves determine the near field, and 

in particular how the singular behavior at the origin arises.   

 

  XV.  Expansion in Series with Bessel Functions 

 

In order to arrive at a useful expansion of the evanescent parts of the Green’s tensor and 

vector near the origin, we start with the real parts of the traveling parts of the auxiliary 

functions.  Their integral representations are given in Eqs. (98)-(103).  We shall illustrate 

the method with tr
aM )(Re q  and then give the results for the other functions.  First we 

replace the Bessel function by its series expansion: 
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with 0=n  and 2/12)1( ux −= ρ , and we replace |)|sin( zu  by its expansion for small 

argument.  We then obtain the double series 
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The integral on the right-hand side can be evaluated, with result )!1/(!!2
1 ++ ll kk .  When 

we substitute this into Eq. (137) and compare to Eq. (136) then we recognize the 

summation over k as the series representation of a Bessel function of order 1+l .  In this 

fashion we find the following series representation: 
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With 1|)(| 1 ≤+ ρlJ  and for 0≠ρ , it follows from the ratio test that this series converges.  

For 0→ρ  we have to take into account the behavior of the Bessel functions near 0=ρ , 

given by the first term of the series in Eq. (136).  When substituted into the right-hand 

side of Eq. (138) it follows again by the ratio test that the series also converges for 0=ρ .   

 The series expansions for the other auxiliary functions follow in the same way, with 

result: 
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The most interesting way to look at this is by considering this as Taylor series expansions 

in || z  around 0|| =z  for ρ  fixed.  For 0|| =z  only the first term, 0=l , contributes, 

and we get exactly the result from Sec. XIII, Eqs. (115)-(117).  For 0|| ≠z  we need to 

keep more terms.  Then, if we calculate tr
kM )(Re q  with the series expansions above, we 

can also find the evanescent parts near the xy-plane with Eq. (96), where )(Re qkM  are 

the real parts of the right-hand sides of Eqs. (68)-(73).  For instance 
 

  ...)(||
3
1)(||cos)( 22

3
1 +−+= ρ

ρ
ρ

ρ
JzJz

q
qM ev

a q  . (144) 

 

Figure 4 shows ev
aM )(q  for 5=ρ , computed this way, and with the series summed 

up to 20=l .  It is seen that the series expansion perfectly reproduces the exact result, 

obtained with numerical integration, up to about 12|| =z .  If more terms are included, the 

range gets larger, but also the computation has to be done in double precision.   

 The series solution (144) can be seen as an expansion near the xy-plane.  On the other 

hand, the solution with Lommel functions, Eq. (135), could be considered an expansion 

near the z-axis, since for a field point on the z-axis we only need to keep one term.  In this 

sense, both result are complementary.  In the next section we shall derive an expansion 
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which is truly complementary to the above.  We shall consider again ρ  fixed and || z  as 

the variable, but now with || z  large, leading to an asymptotic series in || z .   

 

  XVI.  Asymptotic Series 

 

In order to derive an asymptotic expansion for large || z  we start from the integral 

representations for ev
kM )(q , Eqs. (90)-(95).  We notice that these integrals have the 

form of Laplace transforms with || z  as the Laplace parameter.  The standard procedure 

for obtaining an asymptotic expansion for integrals of this type is repeated integration by 

parts.  In this way we get one term at a time, and every next term becomes more difficult 

to obtain.  In this section we take a different approach, which leads to the entire 

asymptotic series.   

 As in the previous section, we expand the Bessel function in Eq. (90) in its power 

series, Eq. (136), but now we do not expand the exponential.  This gives 
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in analogy to Eq. (137).  We expand ku )1( 2+  with Newton’s binomium and then we 

integrate each term.  This yields 
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Then we change the order of summation and set l−= kn  in the summation over k: 
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Here we recognize the summation over n as the series expansion for the Bessel function 

)(ρlJ , which then gives 
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in striking resemblance with Eq. (138).  For the other auxiliary functions we obtain along 

the same lines 
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For Bessel functions with negative order we have )()1()( ρρ n
n

n JJ −=− .   

 For 0=ρ  the only possibly surviving terms are the 0=k  terms, but since 0)0( =nJ  

for 0≠n , we will only have a non-zero term left if the 0=k  term has the Bessel 

function )(0 ρJ .  This happens for ev
aM )(q , ev

dM )(q  and ev
eM )(q , and the single 
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terms are exactly Eqs. (107)-(109).  All others are zero for 0=ρ , e.g., on the z-axis, in 

agreement with Eq. (110).  For 0≠ρ  the series diverge and they have to be considered 

asymptotic series for || z  large, given ρ .   

 

  XVII.  Evanescent Waves in the Far Field 

 

In the far field, q is large and θ  is arbitrary.  The standard method to obtain an 

asymptotic solution for q large from an angular spectrum representation is by the method 

of stationary phase.  It is shown in Appendix B that it seems to follow from this method 

that only traveling waves contribute to the far field, and it is also shown that this might 

not necessarily be true.  In any case, we shall consider the contribution of the evanescent 

waves to the far field by means of our asymptotic expansion from the previous section.  

This asymptotic solution is in terms of the cylinder coordinates ρ  and z , so we shall 

consider || z  large and ρ  arbitrary.  Since θcosqz = , the factors in front of the series 

are already O(1/q) or of higher order.  For || z  sufficiently large, compared to ρ , at most 

the 0=l  term will contribute to the far field.  We then find 
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and the others are of higher order and therefore give no possible contribution to the far 

field.   
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 First we notice that on the z-axis we have 1)0(0 =J , 0)0()0( 21 == JJ , and Eqs. 

(154)-(156) simplify further to  
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with all others of higher order.  The corresponding evanescent parts of the Green’s tensor 

and vector are therefore 
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 (158) 

  0)( ≈evqη  (159) 
 

since qz =|| , which is in agreement with Eqs. (111) and (112) up to leading order.  

Therefore, the electric field is O(1/q), and the magnetic field does not survive on the z-

axis in the far field.  Let us now consider ρ  large.  We can then use the asymptotic form 

of the Bessel functions 
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With θρ sinq=  we see that the Bessel functions are O(1/ 2/1q ), and the three functions 

in Eqs. (154)-(156) become O(1/ 2/3q ).  This shows that ev
aM )(q  varies from O(1/q) on 

the z-axis to O(1/ 2/3q ) off the z-axis, and the transition goes smoothly as given by Eq. 

(154).  The other two functions are zero on the z-axis and they go over in O(1/ 2/3q ) off 

the z-axis.  All other functions remain of higher order.  This shows that to leading order 

off the z-axis the evanescent waves are O(1/ 2/3q ), which drops off faster than O(1/q), and 

therefore they do not contribute to the far field.  They could be considered to be just in 
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between the far field and the middle field.  The transition between O(1/q) and O(1/ 2/3q ) 

occurs where the asymptotic approximation (160) sets in, which is at about 1=ρ .  

Therefore we conclude that there is a cylindrical region around the z-axis with a diameter 

of about a wavelength, and inside this cylinder the evanescent waves of the electric field 

survive in the far field, whereas outside this cylinder they do not.  Since the diameter of 

this cylinder is finite, its angular measure θ∆  is zero for q large.  So, seen as a function 

of θ , the evanescent waves only survive for 0=θ  and π , giving the impression of a 

point singularity of no significance, but it should be clear now that such an interpretation 

is a consequence of using the wrong coordinates (spherical rather than cylinder 

coordinates).   

 For ρ  large it follows from Eq. (160) that )()( 02 ρρ JJ −≈ , so that ≈ev
bM )(q  

ev
aM )(q .  We then find for the Green’s tensor and vector 
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expressed in spherical coordinates.  It is interesting to see that also the tensor structure of 

ev)(χ q
t

 off the z-axis is different from the tensor structure on the z-axis, as shown in Eq. 

(158).   

 Finally, the asymptotic approximations for the Green’s tensor and vector that hold 

both on and off the z-axis, including the smooth transition, are given by  
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  )()( qeq fMρ≈η  (164) 
 

with the auxiliary functions given by (154)-(156).  Obviously, the approximation 

discussed in this section does not hold near the xy-plane, since we used the asymptotic 

expansion for || z  large.  However, it is interesting to notice that for a field point in the 

xy-plane with ρ  large, the same three auxiliary functions have an O(1/q) part, according 

to Eqs. (125) and (126).  Therefore, the Green’s tensor and vector are identical in form to 

Eqs. (163) and (164), but the expressions for the auxiliary functions must be different.  

The question now arises whether it would be possible to find expressions for the three 

auxiliary functions such that Eqs. (163) and (164) would give the asymptotic (q large, any 

θ ) approximation for the Green’s tensor and vector everywhere.  This is the topic of the 

next section.   

 

  XVIII.  Uniform Asymptotic Approximation 

 

The behavior of the evanescent waves near the xy-plane follows from Sec. XV, and the 

result takes the form as in Eq. (144).  The leading term is the total, unsplit, )(Re qkM , 

and the series is a Taylor series in || z  for a fixed ρ .  Although this is perfect for 

numerical computation, it does not indicate how the solution in the xy-plane goes over in 

the typical O(1/ 2/3q ) behavior off the xy-plane.  In this section we shall derive an 

asymptotic approximation which connects the solution in the xy-plane in a smooth way to 

the solution off the xy-plane.  The method described below was introduced by Berry 

(2001) in this problem, who considered the evanescent part of the scalar Green’s 
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function, and this approach was extended by us (Arnoldus and Foley, 2002b) to include 

all auxiliary functions of the Green’s tensor.  We also improved Berry’s result in that our 

solution covers the entire range of angles from the xy-plane up to the z-axis with a single 

asymptotic approximation.   

 

      A.  Derivation 

 

The starting point is the integral representations (90)-(95) for the evanescent parts.  It 

appears that all six integrals can be covered with one formalism.  To this end we write the 

integrals in the generic form 
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and they differ from each other in the function )(uf  and the order n of the Bessel 

function.  Table 1 lists )(uf  and n for each of the integrals.  Initially, we will be 

looking for an asymptotic approximation for evM )(q  in the neighborhood of the xy-

plane.  This implies ρ  large, and therefore we can approximate the Bessel function by its 

asymptotic approximation, Eq. (160), which we shall now write as 
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We substitute this into Eq. (165) with 2/12)1( ux += ρ , and then write the result as 
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in terms of the new functions )(qm , defined as 
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The complex function )(uw  is  
 

  21sin|cos|)( uiuuw ++−= θθ  . (169) 
 

 Equation (168) shows the appearance of the large parameter q in the exponent.  We 

now wish to make an asymptotic approximation of )(qm  for q large, and a given θ .  One 

critical point of the integrand is the lower limit of integration, 0=u , and the second one 

is the saddle point ou  of )(uw , defined by 
 
  0)(' =ouw  . (170) 
 

With Eq. (169) we find that this saddle point is located at  
 
  |cos| θiuo −=  (171) 
 

in the complex u-plane.  At the saddle point we have iuw o =)( .  For 2/πθ → , this 

saddle point approaches the lower integration limit, which is also a critical point.  We get 

the situation that two critical points can be close together.  Approximations to this type of 

integrals can be made with what is called Bleistein’s method (Olver, 1974; Bleistein and 

Handelsman, 1986; Wong, 1989).  With Bleistein’s method, we first make a change of 

integration variable tu →  according to  
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with a and b to be determined.  The function )(uw  now goes over in the quadratic form 

on the right-hand side.  The change of variables also brings the integration curve into the 

complex t-plane.  We now require that the new curve starts at 0=t , and that this 

corresponds to the beginning of the old curve, 0=u .  We then see immediately that b 

must be 
 
  θsinib =  . (173) 
 

The right-hand side of Eq. (172) now has a saddle point ot  in the t-plane, which is the 

solution of 0)(' =otw .  We see that ato = , and we now require that under the 

transformation the new saddle point is the image of the old saddle point.  Since at the 

saddle point we have iuw o =)( , this leads to β++−= oo tati 2
2
1 , and with ato =  we 

then obtain 
 
  θsin1)1( −+−= ia  . (174) 
 

This saddle point approaches the origin of the t-plane for 2/πθ → , so we have again 

two critical points that approach each other for 2/πθ → .  The contour in the t-plane 

follows from the transformation (172), which can be solved for t as a function of u: 

 

  )1sin1(2|cos|2sin1)1()( 2uiuiut +−++−+−= θθθ  . (175) 

 

For ∞<≤ u0  this then gives the parametrization of the new contour C, which is shown 

in Fig. 5 for 6/πθ = .  The integral then becomes 
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with )(tuu = .   

 We now approximate the integrand, apart from the exponential, by a linear form 
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and we choose the constants 1c  and 2c  such that the approximation is exact in the critical 

points 0=t  and at = .  From the transformation (172) we find 
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with  
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Let us first consider the critical point 0=t , for which 0=u .  Then |cos|)0(' θ−=w , 

and with Eq. (177) with 0=t  we then find |cos|/)0(1 θafc −= .  Substituting a from 

Eq. (174) then gives, after some rearrangements 
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and the values of )0(f  for the various functions are given in Table 1.  For the second 

critical point at = , ouu = , we have 0)(' =ouw  and the right-hand side of Eq. (178) 

becomes undetermined.  From Eq. (175) we have  
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and here the right-hand side has a branch point at |cos| θiuu o −== .  We expand the 

argument of the large square root in a Taylor series around ou , which yields 
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and the Taylor expansion of )(' uw  is 
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We so obtain 
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Then we set at =  in Eq. (177) and solve for 2c , which gives 
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in terms of  
 

  )sin1(sin)( 2
1 θθθ +=b  . (186) 

 

The values of )( ouf  are listed in Table 1.   

 There appears to be a complication with 2/πθ → , since 0|cos| →θ  in the 

denominator on the right-hand side of Eq. (185).  But for 2/πθ →  we also have 0→ou  

and 1)( →θb , leaving d undetermined.  It appears necessary to consider this case as a 
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limit.  To this end, we first expand )( ouf  in a Taylor series around 0=u , as 

...)0(')0()( ++= fufuf oo , and then substitute this into Eq. (185), giving 
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where we used |cos| θiuo −= .  The factor |cos|/))(1( θθb−  is still undetermined for 

2/πθ → .  In order to find this limit we expand the numerator and the denominator in a 

Taylor series around 2/π , from which we find 
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which finally gives 
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The values of )0('f  are listed in Table 1.   

 The integrand of the integral in Eq. (176) is analytic for all t, so we can bring the 

contour back to the real axis.  We then find 
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since ρiqb = .  This integral can be calculated in closed form.  We make the change of 

variables 2/)( qat −=ξ , which turns the exponent into a perfect square.  It also brings 

the lower integration limit to 2/qa−=ξ  in the complex ξ -plane.  The result can be 

expressed in terms of the complementary error function, defined as  
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for z complex.  The path of integration runs from z to infinity on the positive real axis.  

We then obtain 
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With the expressions for 1c , 2c  and a this can be simplified further and expressed in 

terms of the coordinates as  
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For later reference we note that the case 2/πθ →  still has to be done with a limit.  With 

q=ρ , 1)0(erfc =  and Eqs. (185) and (189) we obtain 
 

  iqqi
o ef

q
ie

q
ufm )0('

2
)()( )4/(

2/
+≈ +

=
π

πθ
πq  . (194) 

 

 We now substitute the result (193) into Eq. (167) for evM )(q .  After some 

rearrangements this yields 
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In the first term on the right-hand side we recognize the asymptotic approximation for 

)(ρnJ  from Eq. (166).  For reasons explained below we now put this back in.  Then we 

introduce the function  
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in terms of which the asymptotic approximation becomes  
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and this is the final form.  In the definition of )(qN  we have included a factor |cos| θ  

which cancels against the same factor in |cos||| θqz =  in the denominator.  The reason 

is that in this way the function )(qN  remains finite in the limit 2/πθ → .  To see this we 

write )(qN  in the alternative form 
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from which we have 
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which is finite.   

 

 

 



 55

      B.  Results 

 

The asymptotic approximation of the evanescent parts of the auxiliary functions evM )(q  

is given by Eq. (197), which involves the universal function )(qN .  Let us temporarily 

set 
 

  )sin1()1()( 2
1 θρξ −+=−= qiqi  . (200) 

 

Then )(qN  can be written as 
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πξ
ξθ eeN iqq  . (201) 

 

For a field point in the xy-plane we have q=ρ , 1)0(erfc = , and )(qN  is given by Eq. 

(199).  In particular we see that )(qN = O ( 2/1/1 q ).  On the other hand, off the xy-plane 

we have with )sin1( θρ −=− qq  that ρ−q  becomes large with q for θ  fixed.  In that 

case, ξ  is large and we use the asymptotic approximation for the complementary error 

function (Abramowitz and Stegun, 1972) 
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We see that the first term is just the second term in square brackets in Eq. (201).  Since 

)(2 ρξ −= qi  the factor )exp( 2ξ−  does not influence the order, and we find that )(qN  = 

O ( 3/1 ξ ), which is )(qN = O ( 2/3/1 q ).  Figure 6 shows )(qN  as a function of θ  and 

for π10=q .  We see indeed that near o90=θ  the real and imaginary parts of )(qN  

have a strong peak.   
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 To see the structure of result (197) we go back to Eqs. (193) and (194).  The second 

term on the right-hand sides of both is O ( q/1 ).  The first term on the right-hand side of 

Eq. (194) is O ( 2/1/1 q ).  Off the xy-plane, we consider Eq. (193) in which =)(erfc ξ   

O ( 2/1/1 q ), making both terms on the right-hand side O ( q/1 ).  It is inherent in 

Bleistein’s method that these are the orders that are resolved properly.  The next leading 

order, which is not resolved, is O ( 2/3/1 q ) (p. 383 of Bleistein and Handelsman, 1986).  

To obtain evM )(q  from )(qm , Eq. (167), an additional O ( 2/1/1 q ) appears due to the 

ρ/1 .  So we see that the leading order of O ( q/1 ) for evM )(q  in the xy-plane comes 

from the term with the complementary error function )(erfc ξ  with 0=ξ  in Eq. (193).  

Off the xy-plane both terms become of the same order and both contribute an O ( 2/3/1 q ) 

to evM )(q , which is the typical result for the evanescent waves (Sec. XVII).   

 When the result is written as in Eq. (197), we have to look at this in a different way 

because both terms are mixed differently.  First of all, due to the ||/1 z  in both terms on 

the right-hand side, the case of the xy-plane still has to be considered with a limit.  This 

factor ||/1 z  is O ( q/1 ), and for ρ  large the Bessel function is O ( 2/1/1 q ), making the 

first term the typical O ( 2/3/1 q ).  Off the xy-plane, the function )(qN  is O ( 2/3/1 q ), and 

this makes the second term O ( 2/5/1 q ), and as indicated in the previous paragraph, this 

order is not properly resolved.  The fact that this O ( 2/5/1 q ) appears as leading term is a 

result of the regrouping of terms in such a way that the second term in brackets in Eq. 

(201) is just the leading term of the asymptotic series.  Then we might as well drop 

)(qN , and set  
 

  )(
||
)0()( ρn

ev J
z

fM ≈q  . (203) 
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Now we compare this to Eqs. (154)-(156) and we see with the values of )0(f  and n from 

Table 1, that the approximation (203) is the same as the approximation that connected the 

value on the z-axis to the field part off the z-axis.  In this sense we have made a uniform 

asymptotic expansion, which holds for all angles, and reaches the z-axis in the correct 

way.  This was the reason for putting the Bessel function back in in Eq. (197).  When we 

now approach the xy-plane, the error function approaches 1)0(erfc =  and )(qN  becomes  

O ( 2/1/1 q ).  But then it is not clear anymore from Eq. (197) what happens to evM )(q , 

since this has to be considered with a limit.  We go back to Eq. (194) and substitute this 

into Eq. (167), which gives for the limit of the xy-plane  
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
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

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q
effei

q
M iiqnev

π
π 2)0(')0()(Re1)( 4/q  (204) 

 

and this is O ( q/1 ), provided, of course, that 0)0( ≠f .   

 From the discussion above we see that this O ( q/1 ) behavior in the xy-plane comes 

from 1)(erfc ≈ξ  for 0≈ξ .  When the argument ξ  of the complementary error function 

becomes large, so that the asymptotic approximation of )(erfc ξ  sets in, the behavior goes 

over in O ( 2/3/1 q ).  This happens for 1|| ≈ξ , and with Eq. (200) this gives ρ+≈1q .  

With 2/122 )( zq += ρ  and ρ<<|| z  we find by Taylor expansion that this is equivalent 

to ρ2|| 2≈z .  So, given ρ , there is a layer of thickness ρ~|| z , and within this layer 

the evanescent waves are O ( q/1 ), and end up in the far field.  The angular width of this 

layer is ρρθ∆ /1~/|~| z  and this goes to zero for ∞→ρ , even though the thickness 

of the layer grows indefinitely with ρ .   
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 With the parameters from Table 1 we find with Eq. (197) the uniform asymptotic 

expansions of the auxiliary functions, three of which are 
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1)( 1 qq NJ
z

M ev
f θρ −≈  . (207) 

 

These are the generalizations of Eqs. (154)-(156).  Off the xy-plane the terms with )(qN  

are O ( 2/5/1 q ) and are therefore negligible.  Then Eqs. (205)-(207) are asymptotically 

identical to Eqs. (154)-(156).  Near the xy-plane we have to consider this as a limit, which 

will be discussed in more detail below.  Figures 7 and 8 show the exact ev
aM )(q  and 

its asymptotic approximation (205).  We see from Fig. 7 that already for π2=q  the 

approximation is excellent, except near the xy-plane.  For π15=q , as shown in Fig. 8, 

the approximation near the xy-plane has improved considerably as compared to Fig. 7.  

For Fig. 9 we took π100=q  and the exact and approximate solutions are 

indistinguishable.  This graph also shows that ev
aM )(q  is much larger near the z-axis 

and the xy-plane than in between.  This reflects the O ( q/1 ) and O ( 2/3/1 q ) dependence, 

respectively.   

 The approximations to the other three functions are 
 

  )(Resin2)( qq N
q

M ev
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M ev
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q

M ev
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These functions are O ( 2/5/1 q ) off the xy-plane, and are therefore negligible.  Near the 

xy-plane these functions are O ( 2/3/1 q ), so they do not contribute to the far field along 

the xy-plane.  Furthermore we see that ev
dM )(q  is proportional to |cos| θ , which is zero 

in the xy-plane, and therefore we can effectively set  
 
  0)( ≈ev

dM q  (211) 
 

everywhere.   

 Let us now consider the limit 2/πθ → , for which we use the asymptotic 

approximation given by Eq. (204).  With the values listed in Table 1 we find for three of 

the functions  
 

  
q

qMM ev
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ev
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cos)()( ≈≈ qq  (212) 

  
q

qM ev
f

sin)( ≈q  . (213) 

 

The exact values in the xy-plane are given in Sec. XIII.  With q=ρ  we see from Eq. 

(118) that the approximation to ev
aM )(q  gives the exact value.  This seems to be in 

contradiction with Figs. 7 and 8 where the exact and asymptotic values near o90=θ  are 

not the same.  The reason is that the limit for the xy-plane was derived from Eq. (194), 

before we replaced the first term on the right-hand side of Eq. (195) with a Bessel 

function.  Figure 10 shows the asymptotic approximation for ev
aM )(q  but with )(0 ρJ  

again replaced with its asymptotic from, Eq. (166).  Now we see that that the result near 

the xy-plane is indeed exact, but now the approximation diverges near the z-axis.  It 

seems to be a coincidence that without introducing the Bessel function in Eq. (197) the 

result near the xy-plane is better since we already approximated the Bessel function in Eq. 
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(165).  Apparently for this case the approximated Bessel function gives a better result 

than the exact function.   

 From Eqs. (119) and (123) we observe that the asymptotic results for ev
bM )(q  and 

ev
fM )(q  agree to leading order.  For ev

dM )(q  we find the approximate solution 

0)( ≈ev
dM q  in the xy-plane, which agrees with Eq. (121) in leading order.  For the 

remaining two functions we find 
 

  )4/sin(22)( π
π

+≈ q
qq

M ev
c q  (214) 

  )4/cos(21)( π
π

+≈ q
qq

M ev
e q   (215) 

 

and with Eq. (166) we verify that these solutions are asymptotically equivalent to the 

exact results from Eqs. (120) and (122).   

 To conclude this section, let us summarize.  As far as the evanescent waves in the far 

field, O ( q/1 ), are concerned, the Green’s tensor and vector are given by Eqs. (163) and 

(164), and with the three auxiliary functions given by Eqs. (205)-(207).  This accounts for 

a far field contribution near the z-axis and near the xy-plane.  In between these functions 

are O ( 2/3/1 q ), which is also properly resolved.  Here, the terms with )(qN  in Eqs. 

(205)-(207) are negligible since these are O ( 2/5/1 q ).  Then, if one wishes to resolve the 

evanescent waves up to O ( 2/3/1 q ) uniformly everywhere, then the terms with ev
cM )(q  

and ev
eM )(q  should be added to the Green’s tensor and vector, respectively, since these 

functions are O ( 2/3/1 q ) near the xy-plane (and negligible elsewhere).  The function 

ev
dM )(q  never contributes.   
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  XIX.  Traveling Waves in the Near Field 

 

Let us now turn our attention to the near field.  We already found in Sec. VII that the 

traveling waves are finite at the origin, and therefore all singular behavior near the origin 

must come from the evanescent waves.  It turns out to be easier to consider the traveling 

waves first.  In Sec. XV we obtained series expansions for the functions tr
kM )(Re q .  

These series are Taylor series in || z  for a given ρ , and the Taylor coefficients became 

functions of ρ , involving Bessel functions.  We will now be seeking series expansions in 

q, around 0=q , for a given θ .  In this way, the Taylor coefficients become functions of 

θ .   

 To this end, we start from the result from Sec. XV, Eqs. (138)-(143).  For the Bessel 

functions we substitute their series expansion as given by Eq. (136).  For tr
aM )(Re q  we 

then find 
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This double series can be written as a single series, similar to the Cauchy product, which 

yields 
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Then we change variables with θρ sinq= , θcosqz = , and collect the powers of q.  We 

then obtain the series expansion in q: 
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with the coefficient functions )(θnP  functions of θ .  We have split off an overall |cos| θ  

for later convenience, and also the factors ))!1(!/(1 +nn  and n4/1 .  These overall factors 

are taken out in order to keep the coefficient functions )(θnP  reasonable, meaning that 

they have a very weak n dependence, as will be shown below.  If we don’t take out just 

the right factors, then the coefficient functions will either increase or decrease very 

rapidly with n, leading to numerical problems.  The functions )(θnP  are explicitly 
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We notice an overall factor n!, which of course cancels against the 1/n! in Eq. (218), but 

in this way the function )(θnP  becomes well-behaved.   

 For tr
bM )(Re q  we find in the same way 
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and this series involves the same coefficient function )(θnP .  The remaining auxiliary 

functions have the series representations 
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and these involve only one more coefficient function, defined by 
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With 1)(0 =θQ  we see that for 0=q  we have 2/1)0(Re =tr
eM , and this gives Eq. (58) 

for the traveling part of the Green’s vector at the origin.  All other functions vanish at the 

origin, and the Green’s tensor at the origin only involves the imaginary parts of the 

auxiliary functions, and these are pure traveling, giving Eq. (57).   

 

  XX.  The Coefficient Functions 

 

In order to study the coefficient functions in some detail we introduce the generating 

functions 
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When we substitute )(θnP  from Eq. (219) into the right-hand side of Eq. (226), the result 

has the appearance of a Cauchy product of a double series.  We then use the Cauchy 

product backwards, and express this result in a double series, giving 
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Here the summation over l  gives an exponential, so that 
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The series on the right-hand side can be found in a table (Prudnikov, et.al., 1986a), and 

we obtain 
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in terms of the error function.  Similarly, the generating function for )(θnQ  is found to be  
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 The coefficient functions )(θnP  can be recovered from the generating function by 

differentiation: 
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and similarly for )(θnQ .  To this end, we first expand the error function in its known 

series (p. 297 of Abramowitz and Stegun, 1972) and then write the generating function as  
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Then we differentiate this n times and set 0=t .  This gives  
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as an alternative to the form in Eq. (219).  With the same procedure for )(θnQ  the same 

sum appears, but with 1−n , and due to the term )sinexp( 2θt  on the right-hand side of 

Eq. (231) an extra term n2)(sinθ  appears.  We then find the relation  
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Then we set θθ 22 cos1sin −=  and use Newton’s binomium to represent the nth power, 

and we combine the two terms, which gives 
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 When we set 0=θ  (or π) in Eq. (219) only the term nk =  contributes and we find  
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and similarly from Eq. (225) 
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For 2/πθ =  we look at Eqs. (234) and (236) and we see that only the 0=k  contributes, 

so that for points in the xy-plane we have 
 
  1)2/()2/( == ππ nn QP  . (239) 
 

To see the behavior of )0(nP  and )0(nQ  for n large, we use Stirling’s formula (Arfken 

and Weber, 1995) to approximate the factorials.  We then find 
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for n large.  This shows that )0(nP  and )0(nQ  have a very mild n dependence.  It can be 

shown (proof omitted here) that )(θnP  and )(θnQ  are bounded by  
 
  1)(0 ≤< θnP   (242) 
 
  nQn 21)(1 +≤≤ θ  . (243) 
 

Figure 11 shows the coefficient functions for 3=n .   

 For the summation of the series for tr
kM )(Re q  we need a large number of 

coefficient functions, and using Eqs. (234) and (236) repeatedly is not convenient.  We 

shall now derive recursion relations for the coefficient functions, which will provide a 

very efficient method for obtaining these functions.  In view of Eq. (234) we temporarily 

set  
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so that )(cos)(cos θθθ nn PY = .  Differentiating gives  
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From Eq. (244) we see that 0)0( =nY , and therefore  
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Then we write 1222 )1)(1()1( −−−=− nn ttt , which gives  
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In this integral we set nttu )1()( 2−= , from which dtduntt n /)2()1( 112 −− −=− .  

Integration by parts then gives a relation between )(xYn  and )(1 xYn− , and when we 

substitute θcos=x  we obtain the recursion relation for the coefficient functions 
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This recursion allows us to generate these functions very efficiently from the initial value 

of 1)(0 =θP .  Then Eq. (235) shows that the )(θnQ ’s are related to the )(θnP ’s, and 

therefore Eq. (248) implies a recursion relation for the )(θnQ ’s.  We find this relation to 

be  
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and the initial value is 1)(0 =θQ .  Figure 12 shows the result of a series summation.   

 

  XXI.  Integral Representations 

 

From Eq. (246), with θcos=x  and )(cos)(cos θθθ nn PY =  we find the representation 
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In this section we shall restrict our attention to 0≥z  in order to simplify some of the 

notation.  We already know that )(θnP  and )(θnQ  are invariant under reflection in the 

xy-plane (they only depend on θ  through θ2cos , Eqs. (234) and (236)), so this is no 

limitation.  We make the substitution αcos=t  in the integrand of Eq. (250), which 

yields the alternative representation 
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We now substitute this representation in the series expansion (218).  It then appears that 

the summation over n can be written as a Bessel function, according to Eq. (136).  We 

thus obtain the remarkable result (Arnoldus and Foley, 2003c) 
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The original representation, Eq. (98), is considerably more complicated in appearance.  

We also note that both representations involve a Bessel function of different order.  In the 

same way we find new representations for the other two auxiliary functions which were 

expressed in )(θnP  
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 The remaining three functions involve the coefficient functions )(θnQ .  In order to 

obtain interesting integral representations for these functions, we introduce temporarily 

the function 
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in analogy to the function )(xYn  in Eq. (244).  It then follows from Eq. (236) that 

)(coscos1)( θθθ nn ZQ −= .  Upon differentiating we find that )(xZn  satisfies the 

differential equation 
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With 0)0( =nZ  we can integrate this again, as in Eq. (246), and then we set θcos=x  

which yields 
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It should be noted that this integral can not be split in two integrals, since both would not 

exist in the lower limit.  Now we set again αcos=t , which gives  
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in analogy to Eq. (251) for )(θnP .   

 We substitute this representation for )(θnQ  into Eq. (221).  The summation over n 

leads again to Bessel functions and we find  
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In the same way we find from Eq. (223) 
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Finally, for tr
dM )(Re q , Eq. (222), we need the integral representations for both )(θnP  

and )(θnQ , and we obtain  
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We have verified by numerical integration that these new representations do indeed give 

the same results as the old ones.   

 

  XXII.  Evanescent Waves in the Near Field 

 

Now that we have the real part of the traveling part, we can obtain the evanescent part 

from 
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ev
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The functions )(qkM  are given by Eqs. (68)-(73), from which we take the real parts.  

These are all standard functions, and we expand these in series around 0=q .  For 

instance,  
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with the remaining ones similar, but more complicated.  We split off the singular terms, 

as the 1/q in Eq. (263), and we combine the remaining Taylor series with the series of 

Sec. XIX.  For instance, we subtract the right-hand side of Eq. (218) from the right-hand 

side of Eq. (263).  After some serious regrouping, terms with factorials appear, which 

have exactly the form of either Eq. (237) or Eq. (238) for )0(nP  and )0(nQ , respectively.  

For ev
aM )(q  we find  
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which involves a new coefficient function )(θnp , defined in terms of )(θnP  as  
 
  )(|cos|)0()( θθθ nnn PPp −=  . (265) 
 

The other functions follow in the same way, for which we need one more coefficient 

function 
 
  )()0(|cos|)( θθθ nnn QQq −=  . (266) 
 

The result is 
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 This solution for the evanescent waves in the near field has the remarkable feature 

that each “series part” is identical in form, including the overall factor, to the 

corresponding solution for tr
kM )(Re q  from Sec. XIX, under the substitutions 

 
  )()(|cos| θθθ nn pP →  (272) 

  )()( θθ nn qQ →  . (273) 
 

Furthermore, all singular behavior of the evanescent waves appears as additional terms 

on the right-hand sides of the equations above.  This shows clearly how all singular 

behavior of the near field is accounted for by the evanescent waves.   

 Since )(θnp  and )(θnq  are defined in terms of )(θnP  and )(θnQ , the recursion 

relations (248) and (249) imply recursion relations for )(θnp  and )(θnq .  We find  
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and the initial values are |cos|1)(0 θθ −=p  and 1|cos|)(0 −= θθq .  The values at 0=θ  

(or π ) are  
 
  0)0()0( == nn qp  (276) 
 

and for a field point in the xy-plane we obtain 
 

  
)!12(

)!(4)0()2/(
2

+
==

n
nPp

n
nn π  (277) 

  1)2/( −=πnq  . (278) 
 



 74

Figure 13 shows these new coefficient functions for n = 3 as a function of θ .  The 

accuracy of the series expansion is illustrated in Fig. 14, where as an example ev
bM )(q  

is shown as a function of the radial distance q for o30=θ .   

 

  XXIII.  Integral Representations for the Evanescent Waves 

 

In order to obtain new integral representations for the evanescent parts, we need suitable 

representations for the functions )(θnp  and )(θnq .  We shall assume again that 

2/0 πθ ≤≤ .  To this end, we notice that Eq. (245) can also be integrated as  
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Since )0()1( nn PY =  and )(cos)(cos θθθ nn PY =  this can be written as 
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When we compare this to definition (265) of )(θnp  we find that this is just 
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Similarly, Eq. (256) can be integrated as 
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With )(coscos1)( θθθ nn ZQ −=  we see that )0(1)1( nn QZ −= .  We now split off the “-1 

part” in the integrand, which then gives the representation 
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Comparison with the definition (266) of )(θnq  then yields 
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For the situation 2/πθ →  we have 0cos →θ , and the integral does not exist in the 

lower limit.  However, we can prove the following limit  
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which gives 1)2/( −=πnq , in agreement with Eq. (278).   

 With the substitution αcos=t  in the integrand of Eq. (281) we get 
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and then we insert this into Eqs. (264), (267) and (271).  This yields the new 

representations 
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This result has a striking resemblance with Eqs. (252)-(254) for tr
kM )(Re q .  The 

integrals appearing there are the same as here, except that the integration limits are θα =  

and 2/πα = .  When we add for instance Eqs. (252) and (287) we get )(Re qaM  for 

which we find  
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and we know that this is qq /cos .  In this form the singular part q/1  is split off, and this 

part is entirely evanescent.  The remaining integral is zero at the origin.  The remarkable 

feature here is that if we split the integration range exactly at the polar angle θ  of the 

field point q, then the integral over θα ≤≤0  represents the remaining evanescent waves 

in )(Re qaM , and the integral over 2/παθ ≤≤  accounts for the traveling waves.  The 

same conclusion holds for )(Re qbM  and )(Re qfM , although for these the parts that are 

split off contain a non-singular contribution, equal to θ2sin)8/(q−  and 2/)(sinθ , 

respectively.   

 For the series involving )(θnq  we set αcos=t  in the integrand of Eq. (284), giving  
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and along similar lines as above we obtain from Eq. (268) 
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When we compare this to Eq. (259) for tr
cM )(Re q  we notice that both integrals do not 

have the same integrands.  With some manipulations, however, we can make them the 

same.  This gives  
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Here we notice the appearance of )(sin)/2( 2 qJq θ−  on the right-hand side.  This same 

term, but without the minus sign, appeared in Eq. (259) for tr
cM )(Re q .  When added, 

these terms cancel, so we are led to the conclusion that these terms appear due to the 

splitting in traveling and evanescent, since in the sum they are absent.  This peculiarity 

was already observed in Sec. XIII for a field point in the xy-plane, and is now found to 

hold more generally.  In the form of Eq. (293), also an additional term qqJ /)()2(sin 2θ  

appears on the right-hand side.   

 In the same way we find  
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and in order to make this comparable to Eq. (260) we rearrange this as 
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Here we notice the same phenomenon that a term qqJ /)(1  appears in tr
eM )(Re q  and 

the same term appears with a minus sign in ev
eM )(q .  Finally for ev

dM )(q  we find  
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and here we have canceling terms of qqJ /)(cos 2θ±  in the traveling and evanescent 

parts.   

 

  XXIV.  Conclusions 

 

Evanescent waves play an important role in near field optics where spatial resolution of a 

radiation field on the order of a wavelength is essential.  In an angular spectrum 

representation, these waves have wave vectors with a parallel component, with respect to 

the xy-plane, corresponding to wavelengths that are smaller than the optical wavelength 
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of the radiation, and as such they serve to resolve details of a radiating source on a scale 

smaller than a wavelength.  In addition, at distances from the source comparable to a 

wavelength or smaller, the evanescent waves dominate over the traveling waves in 

amplitude.  In fact, all singular behavior of a radiation field at short distances is due to the 

evanescent waves.  We have studied in detail the nature of the evanescent waves at short 

distances by means of a series expansion with the radial distance to the (localized) source 

as variable.  This was accomplished by considering the Green’s tensor of the electric field 

and the Green’s vector of the magnetic field, rather than the fields itself.  In this fashion, 

the spatial structure of the radiation could be studied independent of the details of the 

radiating source.  A prime example of a localized source is the electric dipole for which 

the fields and the Green’s tensor and vector are essentially identical.   

 It appears also possible that evanescent waves end up in the far field, together with 

the traveling waves, and they contribute to the emitted power.  For the electric field, this 

happens in a cylindrical region around the z-axis, where the diameter of the cylinder is 

about an optical wavelength.  The evanescent waves also contribute to the far field near 

the xy-plane.  One envisions a “sheet” with a thickness that grows with distance to the 

source, as the square root of the distance, and within this circular sheet the evanescent 

waves in the electric field survive in the far field and contribute to the observable power.  

As for the evanescent waves in the magnetic field, they do contribute to the far field 

along the xy-plane, but they do not survive along the z-axis.   
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  Appendix A 

 

The Green’s tensor )(χ q
t

 has a delta function which represents the self field, and 

according to Eq. (24) this is 
 

  ...I)(
3

4)(χ +−=
tt

qq δπ  . (A1) 

 

On the other hand, in the angular spectrum representation, Eq. (48), a different delta 

function appears, e.g., ...)(4)(χ +−= zzeeqq δπ
t

.  This one has a different numerical 

factor and a different tensor structure.  Since both Green’s tensors are the same, there 

must be a hidden delta function in the angular spectrum integral on the right-hand side of 

Eq. (48).  When written in terms of the auxiliary functions as in Eq. (60), this hidden 

delta function must be accounted for by the auxiliary functions.  In Sec. VIII it was 

shown that by simply comparing Eqs. (24) and (60) that this delta function must be in 

)(qdM , as given by Eq. (71).  In this Appendix we shall show that the integral 

representation (64) for )(qdM  does indeed contain this delta function.   

 To this end, we start with the spectral representation of the delta function: 
 

  rkkr ⋅∫= ied3
3)2(

1)(
π

δ  . (A2) 

 

The we use cylinder coordinates ),~,( || zkk φ  in k space, and integrate over ||k  and φ~ .  

This yields 
 

  ∫
∞

=

0
||0|||| )()(

2
1)( ρδ
π

δ kJkdkzr  (A3) 
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and then we change to dimensionless variables as in Sec. VII, which gives 
 

  ∫=
A

Jdz
0

0 )()(
2
1)( ραααδ
π

δ q  . (A4) 

 

Here we have kept the upper limit finite, otherwise the integral does not exist, and it is 

understood that “in the end” we take ∞→A .  With the relation ))'(()( 10 xJxxJx =  the 

integral can be evaluated, and we arrive at the representation 
 

  ∞→= AAJAz ,)()(
2
1)( 1 ρ

ρ
δ

π
δ q  . (A5) 

 

 We now consider the evanescent part ev
dM )(q of the integral representation in Eq. 

(64), which means that we replace the lower limit 0=α  by 1=α .  First we use 

))'(()( 10 xJxxJx =  and integrate by parts.  For the integrated part we keep the upper 

limit finite as in Eq. (A4).  We then obtain 
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With the representation 
 

  ∞→−= −− AeAz Az ,1)( 1||2
2
1 2

δ  (A7) 
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and Eq. (A5), the first term on the right-hand side of Eq. (A6) becomes )(4 qδπ− .  Then 

we work out the derivative under the integral, after which it appears that this integral can 

be expressed as a combination of the evanescent parts of two other integrals.  We find  
 

  ev
c

ev
f

ev
d MzMM )(

2
||)(1)(4)( qqqq
ρρ

δπ −+−=  . (A8) 

 

As the next step we consider the representation (62) for )(qbM .  We eliminate )(2 ραJ  

in favor of )(1 ραJ  and )(0 ραJ  with xxJxJxJ /)(2)()( 102 +−= , and we use 
 

  β
ββ

α
−=

12
 . (A9) 

 

This gives the relation 
 

  )(2)()()( qqqq fdab MMMM
ρ

−−=  (A10) 

 

which is Eq. (75).  In this derivation we did not use the limits of integration, so this holds 

for the separate traveling and evanescent parts as well.  Finally, we eliminate )(qfM  

between Eqs. (A8) and (A10), which yields 
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ev

a
ev
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ev

d MzMMM )(||)()(
3
1)(

3
8)( qqqqq

ρ
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This result has the desired delta function on the right-hand side.   

 If we would have considered tr
dM )(q , with the integration range being 10 <≤α , 

then the first term on the right-hand side of Eq. (A6) would have been zero.  Equation 

(A8) would then become 
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  tr
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tr
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tr
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and since Eq. (A10) also holds for the traveling part, the equivalent of Eq. (A11) is  
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  Appendix B 

 

It was shown in Sec. VI that the Green’s tensor and vector have an angular spectrum 

representation, given by Eqs. (48) and (49), respectively.  These representations were 

obtained from the angular spectrum representation, Eq. (42), of the scalar Green’s 

function.  These representations define a function of r, and we shall use spherical 

coordinates ),,( φθr .  The goal of the method of stationary phase (Appendix III of Born 

and Wolf, 1980) is to obtain an expression for r large, with θ  and φ  fixed.  The phase in 

these representations is |||| ziβ+⋅=⋅ rkrK , with β  defined by Eq. (2).  The method of 

stationary phase asserts that the main contribution to an angular spectrum integral comes 

from a point in the ||k -plane where the phase is stationary (e.g., it has a zero gradient).  

Let this point be o,||k .  The idea is that away from this point, the waves are more or less 

random, leading to destructive interference, whereas near o,||k  the waves are in phase, 

leading to constructive interference.  The remainder of the integrand is a function of ||k , 

and this function is approximated by its value at o,||k .  The phase is then approximated 

by Taylor expansion around the stationary point, leading to a Gaussian form.  This phase 
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is then integrated in closed form over the entire ||k -plane.  The stationary point of rK ⋅  

is  
 
  ρθ ek sin,|| oo k=  (B1) 

 

with ρe  the radial unit vector in the xy-plane corresponding to an observation direction 

),( φθ .  The approximation is then 
 

  
r

eWeWdi rik
o

i o
)()(1

2 ,||||||
2 kkk rK ≈∫ ⋅

βπ
 . (B2) 

 

The result is an outgoing spherical wave of the far-field type, since it is O(1/r).  For a 

given field point r, we have r/ˆ rr =  as the unit vector representing the observation 

direction.  The projection of r̂  onto the xy-plane is ρθ esin , and when multiplied by ok  

this gives the stationary point o,||k .  This shows that o,||k  is inside the circle okk =||  in 

the ||k -plane, and therefore corresponds to a traveling wave )exp( rK ⋅i  of the angular 

spectrum.  Since the entire contribution seems to come from the stationary point, one 

might conclude that the far field only contains traveling waves of the angular spectrum.  

It should also be noted that by considering all observation directions r̂ , we cover the 

entire inside of the circle okk =|| , so all traveling waves contribute to the far field.   

 In general, this conclusion is justified and very useful for interpretation.  A detected 

wave in the far field, although a spherical wave, has its origin in a single plane wave 

coming out of the source, when the field is represented by an angular spectrum (Arnoldus 

and Foley, 2003b, 2003d).  Now let us consider a field point in the xy-plane.  Then 

2/πθ = , and ρek oo k=,|| .  This stationary point is exactly on the circle okk =|| .  In the 

method of stationary phase, we expand the phase around this point and then integrate 
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over ||k .  Since the point o,||k  is on the circle, half of its neighboring wave vectors that 

contribute are in the evanescent region.  One would therefore expect that in the xy-plane 

half of the far field comes from evanescent waves.  This is indeed the case, as shown in 

Sec. XIII.  A more subtle complication arises when the field point is on the z-axis.  Then 

the stationary point is 0,|| =ok .  It turns out that also in this case the integral over ||k  

picks up a contribution from the evanescent range in the ||k -plane, so that some 

evanescent waves end up in the far field on the z-axis, consistent with the results of Sec. 

XII.  For more details on this we refer to Sherman, et.al. (1976).   

 For the angular spectrum of the scalar Green’s function, Eq. (42), we have 1)( || =kW  

and with Eq. (B2) this gives for the asymptotic approximation 
 

  
r

eg
riko

≈)(r  (B3) 

 

and this is the exact result for all r (Eq. (10)).  For the Green’s tensor from Eq. (48), the 

function )( ||kW  involves K at the stationary point, for which we need first β  at the 

stationary point, which is 
 
  θβ cos)sgn(zkoo =  . (B4) 
 

From this we find  
 
  rK ˆoo k=  (B5) 
 

which yields for the asymptotic approximation of the Green’s tensor 
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This is indeed the O(1/q) part of the Green’s tensor, as seen from Eq. (24).  For the 

Green’s vector we obtain 
 

  
q

ei
iq

qq ˆ)( −≈η  (B7) 

 

in agreement with Eq. (28).   
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Table 1.  Table of the various parameters that determine the uniform asymptotic 
approximations of the evanescent parts of the auxiliary functions.   
 

 ev
aM )(q  ev

bM )(q  ev
cM )(q  ev

dM )(q  ev
eM )(q  ev

fM )(q  

)(uf  1  )1( 2u+−  212 uu +  2u−  u  21 u+  
n 0 2 1 0 0 1 

)0(f  1  1−  0  0  0  1  

)( ouf  1  θ2sin−  |2sin| θi− θ2cos  |cos| θi−  θsin  

)0('f  0  0  2  0  1  0  
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Figure Captions 

 

Figure 1.  Schematic illustration of the traveling and evanescent waves in an angular 

spectrum.  Each wave has a wave vector with a real-valued ||k .  If the z-component of the 

wave vector is also real, then the wave is traveling, as indicated by the wave vectors K on 

the left.  At opposite sides of the xy-plane, the z-components of the wave vector differs by 

a minus sign, and therefore the propagation direction of the wave is as shown in the 

diagram.  The wave vector K has a discontinuity at the xy-plane.  When the z-component 

of the wave vector is imaginary, the wave decays in the directions away from the xy-

plane, as shown on the right, and they travel along the xy-plane with wave vector ||k .   

 

Figure 2.  Point P  is the projection of the field point r on the xy-plane.  We take this 

point as the origin of the ||k -plane, and we take the new x- and y-axes as shown.   

 

Figure 3.  Polar diagram of ev
aM )(q  and tr

aM )(Re q  for π8=q .  The sum of these 

functions is qq /)(cos , which is independent of the polar angle.  The semi-circle is the 

reference zero.  We see clearly that near the z-axis and the xy-plane the evanescent part is 

significant whereas in between the traveling waves dominate.   

 

Figure 4.  Graph of ev
aM )(q  for 5=ρ  and as a function of z .  The thick line is the 

exact result and the thin line is the approximation with a series of Bessel functions, Eq. 

(144), with 22 terms.   
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Figure 5.  Contour in the complex t-plane for the integral in Eq. (176) for 6/πθ = .  Point 

P is the saddle point at = , and the curve approaches a line through the saddle point and 

under 2/θ  with the real axis.  For 2/πθ >  this angle is .2/)( θπ −  

 

Figure 6.  Curves a and b are the real and imaginary parts of function )(qN , shown as a 

function of θ  for π10=q .   

 

Figure 7.  Function ev
aM )(q  as a function of θ  for π2=q .  The thick line is the exact 

solution and the thin line is the uniform asymptotic approximation.   

 

Figure 8.  Function ev
aM )(q  as a function of θ  for π15=q .  The thick line is the exact 

solution and the thin line is the uniform asymptotic approximation.  The only difference 

between the two is the small deviation near 90o, highlighted with the circle.   

 

Figure 9.  Function ev
aM )(q  as a function of θ  for π100=q .  The difference between 

the exact solution and the uniform asymptotic approximation can not be seen anymore.  

Here we see that ev
aM )(q  is much more pronounced near o0=θ  and o90=θ , which 

reflects the fact that in these regions the evanescent waves end up in the far field.   

 

Figure 10.  Same as Fig. 7, but with the Bessel function in the asymptotic approximation 

replaced by its asymptotic value.  The result at o90=θ  is now exact but the 

approximation diverges at o0=θ .   
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Figure 11.  This graph illustrates the typical behavior of the coefficient functions )(θnP  

and )(θnQ  as a function of the polar angle θ .   

 

Figure 12.  The thick line is tr
aM )(Re q  as a function of q for o30=θ , and the thin line 

is the approximation by the series from Eq. (218) summed up to n = 20.   

 

Figure 13.  Illustration of the functions )(θnp  and )(θnq .   

 

Figure 14.  This graph shows the evanescent part of )(qbM  for o30=θ .  The thick line 

is the exact value, obtained by numerical integration, and the thin line is the 

approximation by series expansion, Eq. (267), up to n = 20.   
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